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1.0 Introduction &4+

As manufacturers seek to improve the quality of their goods, statistical methods have been rediscovered
as vital tools for successful development and manufacturing. Industries like automotive, electronics, and
consumer products grow and change partly as a result of adopting statistical methods.

WA 7L v SR v W DR, T T VB A T RCRE P B S T . VR4 T T O
mi AT MV AR S PR R SR e vt 7 R R g

The pharmaceutical and biopharmaceutical industry increasingly recognizes the importance of statistical
methods to consistently create products that conform to predetermined quality characteristics. Statistical
methods provide objective evidence in meeting this goal and are fundamental for understanding the
process, which enables further improvement and development.

2R AP 25 TSR R B Gevt VAR B, DA 75 & TUE SRR AER) ™ e Zitt
F AR — H AL T 2R, R AR 20 EA, RS O RN TT A S T g .

Industry and regulatory bodies are working together to provide guidance and frameworks on the use of
statistical methods. The International Conference on Harmonization, International Standards Organization
and European Union have provided guidance on the use of statistical methods.

MV R AR T I IEAE R 55 ) A Ge vt VAR ANIAESE . ICH. 1SO. EU C&AY T it A
fEM.

In light of the increased focus on this topic, this PDA Task Force recognized the need to provide guidance
to help companies identify and use statistical methods. The primary objective of this Task Force was to
convey the appropriate use of statistical methods at a level most can understand.

BT N IE — OB A, PDA AR AR R W gl 345w 45 W) 2 =) O RE FH e v J7v
[FAR (B NP ¥ N ERIPEI N 2 ONG 4 S VAR e R r

1.1 Purpose and Scope H HjFI7E Bl

The purpose of this document is to present relevant and easy-to-use statistical process control (SPC)
methods that are applicable to the pharmaceutical/biopharmaceutical industry. Advanced statistical
methods, such as multivariate models and Design of Experiment (DoE) will not be considered. An
overview of acceptance sampling is also included in Section 4.0.

AR THRUEARSS . S I gev i B hlrik, USR5/ Em 2y Tl mggeit Iy
%, MEBAEBIANAR T (DoE) ANEETEN. 4.0 TRHEBURFEHAT T #EA .

1.2 Implementation to Support Decision Making F]F 4t 55 0 v skt 7%

Statistical methods are intended to improve the quality of decision-making. They are simply a means to a
result. If the manufacturer does not first understand why it is utilizing a statistical method, problems such
as failing to detect important signals or over-detecting unimportant normal variation can occur. Caution
should be exercised to first establish the question to be answered and then statistical method to aid in
answering the question.

GEU R TR R SR . AU R R IR B WA i B B 0 R St
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Jriks, winl BE R ILCTIACIN B 5 sl FEBORBA/ N . IR A2 E)) o IR T G i 2RI 1 i)
i, PRI GETE J5 0 B R )

The statistical methods may be used in an ongoing program to analyze collected data. Timely evaluation of
data allows the prompt detection of undesired process variation, which facilitates process understanding
and may support responses to control variability.

Gert I AT T AR R O R B SR T 0 M o RO HEAT 80 3 B A AR e I AR T
L 2AEN, SEo T2 BAE,  JF S REGE R AL S AT 45 o

To best aid the end-user, each statistical method is described in the following format:

N T LB, RS ik ag LT R iR

Description ##ii&

Pros and Cons {8k 25

Typical Applications it 7 3 H

Technical Details and Examples (see appendices)F A4l 15 R 25451 UL

N N N N

The guidance contained in this document is not intended to establish mandatory standards for using
statistical methods across a product's lifecycle.
AT AT S i A S N GE T TR Y R A o
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2.0

Glossary of Terms RigE

Some of the key concepts are illustrated below; additional explanation will be in subsequent sections
LUF A0 T 85 1 MRS, 30— DR MR LA

Limits fREE
There are different types of limits to be considered. Some are binding (specification limits); others are for
orientation (process control limits).

AR RE, ARRALRT Oitabsf); KA TR H I GERRRBIRRED .

Specification limits AR

Specification limits are set by the manufacturer based on therapeutic product and regulatory
requirements. ICH QG6A defines specification as: A list of tests,  references to analytical procedures,
and appropriate acceptance criteria which are numerical limits, ranges, or other criteria for the tests
described. 1t establishes the set of criteria to which a drug substance or drug product should conform to
be considered acceptable for its intended use. “Conformance to specifications” means that the drug
substance and / or drug product, when tested according to the listed analytical procedures, will meet the
listed acceptance criteria. Specifications are critical quality standards that are proposed and justified by
the manufacturer and approved by regulatory authorities. (1, 2).

JotEE AR B AE 7 R R T 2 A T BRI o ICHQBA 4 it A i SUh s — ANl A,
ST, LU DU Y8 B AR IR R 7 i 2 ) T sz b . BN T
—RIbRAE, b T ARG PIUE REE 2P 0T X Sebr il . A5 AR HE RIS 299044 RO REHE ) 2
HrB BRIy, AT LARF & P bR R SRk . B br e A2 R b i, UEWIILS 2, R4S 3
AT DAL HE A DS B TR EEOR (1, 2),

Specification limits Jii & Frif:

% Denote the boundary between acceptable and unacceptable, the quality threshold.

RGN G R, R B

% Describe what the process must achieve. When specifications are exceeded, there is a loss of value,
time or cost.

R T T2 AUL PR K, 2l PR SERIN, s GO I TR) AR 408 2K B AS PR 486 0 o

€ Should be driven by therapeutic effect and toxicological impacts as relevant to the patient.
Specifications control risk to the patient

AR T RN RE BT I 3T o TR A v I R 42 X A8 3 Al XU o

Process Capability #2885

Pro

cess capability descries how the process performs in relation to the specifications.

ARERE IR T I REWT AT & B bR EAT DGR

High Capability Processes it 2R
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High capability processes have low inherent variation relative to the specification or goal. When a
number of results are plotted on a histogram, it is unlikely that there will be many result occurrences
near the specification limits.

e B R B AR R A AL S BN . 2R — @ B A RAE ET N, A HVEE 4
R IUAE R B

Figure 2.0-1 Example of a High Capability (Low Variability) Process Capability Histogram
e (IRAE5)) AR

Process Capability (cont.) IF2RES (42)

Low Capability Processes {7 F2

Low capability processes have greater inherent variation relative to the specification or goal. When a
number of results are plotted on a histogram, it is likely that results will occasionally occur beyond
the specification limits.

fRAe Sy R PR AR HEAH S W AEAR BB K . 2] — R VNG RAF BT I, 45 A v e H PR
SENEE S

Figure 2.0-2 Example of a Low Capability (High Variability) Process Capability Histogram
KA (E7Esh) WdRERE

Statistical Process Control Limits 4t FE# i FR B
Statistical process control limits are statistically derived measures that are used to define the typical
operating range for the process. Process control is the focus of this document. Unlike specification

7
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boundaries which are related to product impact, control limits are boundaries that annunciate when
process performance may have shifted.
et ik B I PR R 2 T T e 5 L 2R RV E R e v f i . I R R AR e I e T AR
PR 5 mhDhRefr o0, M HIBR I et n T 2 RER R .

Process control limits s F2 45 il B B :

& Denote the boundary between typical and unusual operational performance ranges for the
process.
T S T 2R Y Tl S T R A v L 5 PR

& Are calculated from prior performance data and used to detect when a process is unstable or "out
of statistical control".

AL AR A, T N 2R AR E, B G G

The prompt recognition of deviations from typical performance enables review. The review can lead to an
understanding of how a process may be improved. It is essential to understand that process control
boundaries only relate to the ability to discern numerical differences. They are not equivalent to
specification limits that describe the conformance / non-conformance boundaries. Statistical significance is
also not the same as practical significance, which is a difference that has a meaningful impact on the
process. Depending on the circumstances of the process, when there are sufficient samples present, it is
possible to detect statistical differences that have no practical importance. It is also possible in processes
with tight specification limits and noisy measurement systems for it to be challenging to detect important
performance changes. The users of process control tools must apply their understanding of the process
when evaluating the relevance of process control detections.

TR 30 Ak 25 TR 5 A S PR A B BT R e [P RE A Iy T 2R BEAR, JFoulE T 2. o8
LR R R S IR S X BUE ZE R R )OS, TR ARENIAN], B dstERE T 55 S5 IAAT
HAMR . vt R S S XA, EFAFELR A TZIE MG . R4 T 2R, Hf 2
BERESLINT, ] REASIN B — L O B G A 25 5 o YA IR s oA PRSE I I B AR A ] e A
W R T2 MR A . AT TR R TR, NAR G T2 B0, REAT Rl R a ) 45 A AR DT
flio

Statistical Process Control Limits (cont.) Ziit5d FRd5HipREE (48)

Stable Process (Statistically In Control) & T2 (&% X L5328

Stable Process (statistically in control) is a process that is consistent and predictable. It does not
exhibit special (or assignable) cause variation as identified through the use of statistical techniques.
The variation present is due to only common cause variation

FaE L2 (HiH R L2 g — SR T2 EASR AR K (B3R
J R AE S, IR A R S BOR AN AT A . DA ARSI el T 1R e R AR S AL R

Figure 2.0-3 below shows a stable process (statistically in control). The distribution of the process is
consistent over time (as shown on the left). Each successive outcome is random, but aligns with the
expectation for the process.
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%@ ‘fryao cf; http://www.ouryao.com 125 R KIMEHEE GMPELS I B AT &
T 2.0-3 WoR T—Maw L2 (G 22w L B2 ) o LE4EAN I a) v ] 25 300 A & — 20 Can
eI R Yo B NIESEEE L ZBENLI, (H#A S X L2 M AR R —2

Figure 2.0-3 Examples of a Stable Process (Statistically In Control) #&s T2, (Fit2Fm X B8
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Unstable Process (Statistically Out of Control) A&E TE (4iHE L EAZE)

Unstable process (statistically out of control) is a process that is not consistent or predictable. It
exhibits special cause variation as identified through the use of statistical techniques. This is also
sometimes called "Out of Trend”, where the current performance is detected to be not part of the
prior (level, uniform) trend. Figure 2.0-4 below illustrates an unstable process. The distribution of the
process is not consistent over time (as shown on the left). Each successive outcome is random, but
does not align with the expectation for the process.

ARETZ (R E X EAZE) & Fh— A T . WIS ER, mTEk
PURF IR IR R 22l . A AR SRR 7, XN AR IBA 4R 5 LLADE S CROPR, B
1) A—5. THE 2.0-4 BRIEZEDATRE T, B3N RER P45 R A8 Cne
KIPTs) e B —IESLE5 RAEBENLEY, H5 T8 MEA 2

Figure 2.0-4 Examples of an Unstable Process (Statistically Out Of Control) ANfasE T2 (SiitkE Xk
A2 A5
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Statistical Process Control Limits (cont.) Zii-SfEEFIRE (&)
Warning or Alert Limits 2R
These types of limits are determined and used typically during development, environmental or
manufacturing process monitoring for the purpose of detecting trends or to get a better understanding
of the manufacturing process and its consistency. These limits are usually not intended to require a
formal investigation, a report or an involvement of Quality Assurance in case of detection. In some
instances (e.g., microbiological monitoring) a Standard Operating Procedure (sop) can define
follow-up steps that may include actions, such as increased frequency of testing or possibly
proactively increased actions to mitigate risk of future impact.
X MRAE T R B BB s A L2l rp i A, DO AR A A
TR SRR — D P . B XSS PR AT AT IE A, )55 QA IS 5.
FEAFELLUT (i, SRR, WIAE - AMPRAERRAE R A T Ja A, AR AT SN,
R K B B BT XU it

Variability 253}

Variability is categorized here by two types; i.e., common cause and special cause. It is important to
recognize  the distinctions when understanding a process and taking the appropriate action to improve
the process.

ARy P RIS SR R R IR SRR o st T2 B AR, DRI ot T2y, E3— 2
RERE X 71X PR AR ) o

Common Cause Variability 538 J& HZ23)

Common cause variation is the result of the combination of all of the typical variability in the
materials, process and measurement system. These many small components of variation are expected
to be present in the manufacturing process.

Wl ) R AL k. T2, WE RGP MRS IR RS R . A T2 n] LT
XL NAR )

Special Cause Variability 455 K25

Special cause variation is a change caused by special circumstances not expected from the process.
These occurrences are not predictable, and may come and go sporadically. Special cause events are
detectable when compared to statistical control limit techniques, hence the term used to denote this
condition is described as "out of statistical control" (limits). The prompt detection of special causes
allows the proper investigation and evaluation of impact to subsequent production or downstream
processes.

o IR S R AR B i 1 AR P I AN R AR AR RS DL SR B . IS AR R VAT, R
R K A B RIR R, AT A IR R s P A, DR DR« Ge vl ke
bro WOHEARBURFIRSEAEG, PR EATIE I A, PPN S 2R R L 2 RS

Trends #&

Trends are changes in the average or variability of the result. An analysis of data often exhibits an
ongoing upward or downward pattern that is not due to random noise. Analyzing trends is useful in

10



I Z.oaN Y
%&mﬂb% .
* ouryao. com http://WWW.0urva0.00m %U%Tﬁ/{iﬂ’ﬂ’ft?ﬁ% GMPE‘?‘L@E"J&’?T%

detecting patterns that could lead to future quality problems, and in anticipating upcoming
performance. Statistical process performance monitoring tools as defined in this document can be
used to detect trends using objective numeric tools.

GRS GE R B BN R . Bdls o il o SO0 Frak ) EEn R, XA R
1T BEA L P R B . XA T A B TR BE S BUS SE R R, G TSR T2
Ao FIHZWEARE, ASCPgevt i Byl LR T R AR L 2.

In the interpretation of GMP requirements, regulatory authorities increasingly request an assessment
of trends in inspections. The prompt detection and evaluation of trends (3) supports the
implementation of corrective and preventive actions (CAPA) as suggested by ICH QIO (4). There is
always an uncertainty if a trend is relevant to product quality. When establishing monitoring
practices, the potential impact of process shifts should be considered when balancing risks of failure
to detect potential hazards versus the risk of annunciating unimportant changes. "The level of effort,
formality and documentation of the quality risk management process should be commensurate with
the level of risk™ described as the second principle of ICH Q9 (5).

A GMP 23K, I H T 7R 2 b i SR AT VA o IR B (3) JFHEAT AN,
9 ICH Q10 (4) S Hy M I FRIBIs 15 i iR STt (S o i — My = i i A o8, B
AT E BE . @ IRPERE PN, N 2% 18 2R IV e, ST A A M 0 7 1 5 1
W5 55 AL B RS o 4 ICH Q9 (5) 35 A M, “ o JXURS i BRI 7 55 ) R B2
T AT J5 B0 STA: I 5 XU PR 8 7 A 3 B

Some examples of trends are shownl in Figures 2.0-5 and 2.0-6.
K 2.0-5 1 2.0-6 by o iatAor ol

Points beyond control limits (not “specification limits”’) which are isolated high or low points.

E HPEHRIR CAE BT EARERR D ) s B AR
Variability: Trends (cont.) Z85h: ##F (42
Figure 2.0-5 Examples of Trends (Points Beyond Control Limits) i34 Gt R D
Points Beyond Control Limits i 45 il FR 1) £

Points Beyond Control Limits

G

Z

11
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If all points lie within the control limits, there are still features that may be of process interest. Erratic ups
and downs in groups of points with sparse values in middle.
WUR P RS AR IR A, AT 3 Rt B T2 OC . n— 208l i A7 2820 20T, iy ) KT
Bl b

Figure 2.0-6 Examples of Trends (Points within the control limits) ##oR] (FTA SAMERS I )
All points lie within the control limits Fir & w5 Ab e85 il B N

All points lie within the control limits

Z
Z

Variation small compared to control limits - where almost all of the points are within ne-third (of the
distance between the control limits) of the centerline.

LR LB AR AR N LT PTAT RiAE P 2k 13 (IR Ta (RS ) BAA

Small Variation %/NEIZEZ)

Small Variation

12
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Variability: Trends (cont.) Z83): &% (&)

Sudden shift in level where the points seem to move to a new average over a short period of time.
FERHEI TR A, a1 207K S8R HH AR AL o

Sudden Shift in Level “FE347K 93 5R A5k,
Sudden Shift in Level

Z
.

A cycle produces a pattern of up and down points, as though the values of the points were time dependent.
—N A B A BTN, LT B S IR R
A Cycle Produced

<
Z

There are several systems of "rules”, such as in the examples listed above, that can be applied to detect
non-random conditions. These may present opportunities to increase process understanding by allowing
appropriate reaction. Two of the more common sets include the Western Electric rules, and the Nelson
Rules. For every additional criteria applied to the evaluation of data, there will be more “false positive”
detections. It is, therefore, appropriate to evaluate the potential benefit, and apply only the rules that are
relevant for that process situation. The use of rules helps ensure a consistent threshold of detection, and
can be a useful mechanism to annunciate potential events for review. These rules are typically evaluated as
each new data point is added; they typically reference regions which are defined as standard deviations

around the process mean.

AILAS RN “REE, W ERoRE], wT TR ARREA UG A . I RIBOE 24, Rk T 2
At THLe . A R T A AR VU S ORI g 2R o 0T AR B s VRl AR ofE, T RE
W27 R “4iR. Bk, N T REE AT VPN, 2R AR N T2 AR o R )
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3.0 Statistical Process Control Tools gt 23 F84 T A

The following sections introduce some of the more common statistical methods for monitoring
manufacturing processes. Most of these methods involve plotting the process data or a statistic calculated
from those data on a chart. The vertical axis of the chart represents the dependent range of values in the
process data or the statistic calculated from the process data. For many of these tools, the horizontal axis
represents the independent timing of the data being plotted. It is important to arrange and then plot the data
in "time-order," as close as possible to the date and time the data were actually generated. Control charts
are often plotted by date manufactured to better illustrate potential patterns in production, review by date
tested may be appropriate for monitoring measurement systems. Since the primary purpose of process
monitoring is to ensure that the process remains in a state of statistical control, most of the methods include
the addition of limits or numeric boundaries that provide one way of assessing control. All of the charts can
be examined for data patterns which may indicate when a process is not in a state of statistical control.
There are several statistical software packages that create the charts described, and even when these are
used, an understanding of the underlying principles will aid in the appropriate selection and application of
statistical tools (see Table 3.0-1). For each method, typical applications, technical details and the pros/cons
are presented (see Table 3.0-2).

LR JUANEAA T )UR 4 A 7= i R LR FH B gt 22 71 . e 400K 20 8508 R A I i i s
J R HE B A0 B SRR i P ) 5 AT o AR N S B B L G v b PR A A SV FE A . BEAA
B R SR IX SO H I R I 0] o A% N TR MU A P AR 2, A S I o i B e o A A
HREWTERG, CLEE AP S IE AR A A7 A, 6T IR 5 R e, A6 &5 TR 25 R kAT [ ot b5
BT R I 1) 2 H R B R 7 T 2B R Gt 2 2 RS, AR 2 5007 kA5 38 Jon PR 2 ik
TR UARBECPASEERI T 5 0 P A nT A A R, X e T e o — A L
ZEENEG W IR . A UM gt T e i e s, i BRME R A T IX
SO AT, BEARE A LR R U e AN N X e e v 2 T R AR A HE B i) . (LR 3.0-1)0 X THEfh 7
0 AREORIRETRBE T MR AT BoRA LA AR T7 T (LR 3.0-2).

3.0.1 Prerequisites for Data Analysis #3E25HrHr &

Any meaningful statistical evaluation has several prerequisites:

FEATH R I GETE 22 0 A A LR J LA -

& The data integrity is assured and the measurement system is acceptable. The analytical method
creating the results assures a valuable set of data (e.g., accuracy, precision, repeatability, specificity,
detection limit, and quantitation limit are understood and maintained).

Bl e VAT ORAE, RrINTTVE T SE . ST iR B S R IR L — AL I Bl (Bl 7y
Wik s e PE . RS R, AR, L. AR LLAE B .

& The attributes where statistics should be applied are meaningful for the expected information. The
data describe critical process parameters (CPP) or critical quality attributes (CQA) (see also ICH
Q8/Q11 and Q10) (4,6.,7).

g S AE I GE v 27 0 B B FR Ao T B IR 05 RO A1 R . IR B iR KB T 228
(CPP) ECHEFURJEME (CQA) (I ICH Q8/Q11) (4. 6. 7).

€& The level of effort, formality and documentation in the use of statistical tools should be commensurate

with the level of risk (based on ICH Q9) (S).

15
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NG A BNFREE . U BLROC S 5 RS 2l AR (ICH Q9) (5D,

& Results should maintain the order of production, so that trends which evolve over time are apparent.
S5 RN B P S R RS, SXFERRIN (R (R A 2 W G

& The means by which a sample is taken and measured are defined so that the sample accurately

highlights important features of the process. The design of the sampling approach should ensure that
relevant sources of variability can be detected. If there are potentially important differences between
multiple samples, consider strategies for grouping. This is described as the "rational subgroup." To
effectively select groups, one must also have reasonable knowledge of the process and an
understanding of the sources of variability. The selection of a rational subgroup will maximize the
chance of detecting differences between groups and minimize the differences within a group.
BORETT AR 7 VR A 5 SC, IXRERE A REAER BB T 2R B SR . BURE 7 S vt
REMRHLLLFE S RIEANR] . AR 2 RE S Z Ve R TS T2 5, IS RRORERE i 0 2 . XA N
CHEOMT. NAEBIERE N, NN T EH B, I H TR kR
B BN 3G DR R R 21 g 2 2 ) 2 e S Aer R 2 N 2 S O Lo

Groupings may support comparisons such as:

Sr AT RESCRE T B4R

& Lot to Lot — common in parenteral manufacturing where a 'hatch" may be a certain (homogeneous)
volume of liquid progressing through manufacturing steps.
HeEHE: XF TSR, R MR R U R e L2 AT A B B — .

& Time to Time — this compares processing at one time to another, possibly within a batch. This may
be samples within a lot (e.g., verifying homogeneity of liquid filled vials during a fill) or across
broader divisions (e.g., between manufacturing campaigns).

I TE] S I TE] 5 R — BN TR) R8s 5 o) — BN TRIAH LA, mT REFR R A bz AN [R] I a) B
ALt W (N . A RERE S AR B 2 — 1) BB s — Va8t
AT

Comparisons could also evaluate variability by comparing measurements within a item, across items,
between production lines, plants or products.
Rt 5 ET BT B UM = g T = 10 A N E DA Y St AN 7 - W Dol o = 2 O
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Table 3.0.1-1 Suggestions and Proposals on When to Use Statistical Tools {r] i 457 FH £t 11 1L 11 28 153U L

The chart uses the following notation: + + for "preferred tool™; + for "useful"; o for "could be used"; — for "not to recommended"; for " not useful; () for "depending
on the individual process".

These considerations do not create new requirements.

BRGNS+ “HEREI TR

+R AT OF0R “HIHT"s Ao “AHEE"s —F0R “WAI": O Fo8 “WRIET Zff". &

L2 RIS BT I K
Areas of potential Characteristics for Run Charts Data Individual Iz;l?virfglRangc Histoer: Process CuSum
implementation S istical purposes jﬁ?ff’i]]al ® IDistributio |Control Charts CEIL}[(: *E;Dtl%’lam Capability EWMA* Chartsk*
VEEAE N FH X 45 vl 2E H RFIE = nZ 553 A AN ] B 20 L o T2he ZURARNA]
Pharmaceutical Few lots/batches
process under the same . . . .
development process conditions + +
i LETTR AR L EAR DAL
PAT .
implementation I;fﬂaﬂ}ig%me o + + 4+ o o
PATRY. H =
During Commercial | .. . .
Historic data available
facturi , "
I%]??IE/E;; uring TR + + + + + + + + + +
Stability studies I;Zngaziliver e - -
=1 J 23
EE B TR AR VA 0 SR
procoss - [Laree et pol o
Validati - \ e, = 0
balidation B e A + +
W i&ﬁ
gigzézzous Continuous big data
e . pool + 4+ +> -+ + + +
verification PR R
e TSI fE RS
In process .
control (IPC) iy |Pack log analysis (1d) + + 0 + ++
j{"fﬂi” j‘%fr/\ﬂ/}ﬁ (1%)
Can be noisy, shifts in
Vield Trends Ezzli"iizsare relevant to + + + +
Zas . .
HESEE ATBLEMEE, BHIET
YEA A
Time lag to any analysis
(1 week): no NONNORMAL
. . . dlStrlbut?On 1n Requires statistics suited for non normal distributions.
Mlcrgblologlcal the material - Non—-parametric tools are outside scope of this document.
testing YT AT G e (1 ZEHE 4230 10 A PITAN
ﬁ‘%ﬁz%“ﬂﬂ‘iﬁ }ﬂ) fff@*zl»EPZ: =) jEJ—_Eit/\ Fﬁ#/ﬁ‘lﬁ“ﬁ = ﬂ:jl—:‘IEAD‘]:’ ﬁ‘o
ORI e gy, |FEBREA .
ZLIL = - AN o
S H T HATEAR R IE
Al LTty S A
i R TBA T Sz 56 SR
Conventional
release Backlog analysis (lweek)
testing BB (L) T 0 B
W FIBAT AT
Real time release
testing Backlog analysis (lweek) —+ +
S BT RS 56
. Lot of data in a short
Real time release time
testi = =
esting S I )k 50
Annual Product Historic evaluation
review i s i + + + 4+ + + .
AP [ o

* Exponentially Weighted Moving Average (EWMA) F8£0INAE 511y

** Cumulative Sum (Cu Sum) ZFFl
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Table 3.0.1 - 2 Areas of Potential Implementation
TERAE PR 40

Awareness of statistical

Statistical tool Strength

(v

Purpose

H i)

challenges

R N

gt TR

" Look for evidence of patterns in process .
Mapping of data i Af dat b b Interpretation of trends
ata

& T4k TR BT AR

Assess and compare properties of

Run Charts iz47 K]

distributions, such as:

PP A BB A R, et

1) Where sample values are centered
s o EE PR A E

2) Whether a sample distribution is

Data Distribution %§

oA

Individual Control
Charts
AN

Moving Range
Control Charts

W sl Bl i

S Charts
S A

Histogram

HI7

Assess and compare
properties of
distributions

PP S LU AT R A

Detect the presence of
special causes

A Hh A7 AR ) Ji DA

Track process variations

PRI T 24

Track process variations

PREE T2

Visualization of

statistical anomalies

it H K AL

symmetrical or skewed

o o A FR L 1

3) Whether sample data follow a specific

distribution

Bt 1 TR RE 7 AR

4) How many peaks exist in the sample

distribution (more than one peak

can indicate that data are from
multiple populations)

B A HH IR (2R ADIEERY]
B kU T 2 AR

5) What the most commonly observed values

in the sample are

BCH LR EdE

e Track the process level and detect
the presence of special causes

PREZ T 2K, ROk g A

Track the process variation and

detect the presence of special causes

IBER T AR I B U R 5t A

* Track the process variation and

detect the presence of special
causes
PREE T 2840, I HOR IR IR Js A

Becomes preferred over the R chart

when subgroup sample sizes reach 8-
10. S chart is preferred for sample
sizes>10. For smaller sample sizes
the R and S chart give similar
results.
MUNHFE R EIAE] 8-10 I, EU R B TELT .
S B FHTFEARERT 10 MESL. X T/ME
FEs, S AR B 45 R

* Should be used for variable sample
sizes.
A FAN R REAS B AR 200

» Show distribution

SN

Examine the shape and spread of

sample data

R A i Bcdle A HE S AN o0 A

19

Distribution alone assumes the
process is not shifting and gives
no indication of time trends
ESE LEREER, mmHA
AE 0 LN 1) 34

Only detect subtle shift with
rule sets that evaluate a series of
points together.

SR SR EMANER, 5 &
Hl) m VAl

Range between successive

points is a coarse estimate of
process variability.

L 2 [ Y Y T 2R AR 2
FERE () DAl

Easy to do by hand or on the
manufacturing line.

Fa 7B BU NN ea g 23 2 (B

Standard deviation is more robust
than Range against extreme values
and outliers in the sample.

B X R i T B i R S s Y B
7 Lo 7 ARk

Best done with a calculator or
computer.

IR AR B SR LR

Size of categories needs to be
appropriate for the data

AR NP NANVASE € EE IR
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Statistical tool
vk TH

Strength
]

Purpose

H i)

Awareness of statistical

challenges

Process Capability
TZ2He

EWMA
FREOINBURE 311

CuSum Charts
SRR

Performance evaluation
PERETEAL

Determine if it is
capable, and that is
meeting specification
limits and producing
”good” parts. (Process
needs to be in control
before assessing its
capability; if it is not,
then result will be
incorrect estimates of
process capability.)
FIWE S T 2R, LA
JERRAERREE, JF By A “ar
)7 5y (FEVEAS T 2iRE
ZHTER R T AT 524
WA, W T EAREZ R
A, PEAL S R AR D
A type of time—weighted
control chart that plots
the exponentially
weighted moving averages
T TR] DA R 2 A 22
FEHOIMALAE 35~ 24 1) 42 ol
|

Real time trend analysis
A type of time-weighted
control

chart that displays the
cumulative sums of the
deviations of each
sample value from the
target value

S FRT A 340 A — Tl s ]
IR B W 7R A
B 5 HARE i 22 1) AR
IR 1

e Continual improvement
Fiak e

* Determine capability by comparing
the width of the process variation
with the width of the specification
limits.
T T Bl A T A A PR S R R 7 B 13
KA E BE )

e Monitor in—control processes for
detecting small shifts away from the
target
kRl r R E RN RANTUE r 2 s Sk H PO i)

e Farly warning on selected CQA/CPP
i R 1) CQA/CPP ) T

* For detecting small shifts away from
the target
PRI H A ) i 25

* Pinpointing the particular time when
a small shift occurred

20 M A A IR R LR IR TR)

SR AL

Risk to over interpret statistical
out of control as related to
unacceptable

product quality

T AR B AN AT RS2 ™ i JFURE AR R
ARG VI HE A o ) LR

Dampens variability of single
events. Has a lag when displaying
step changes.

WG T BAEA A AR, B EOR
BRI I A JEIR

Risk to over interpret statistical
out of control or a discernible
mean shift as related to product
quality

o AR By i TR AR SR G T L
P2 11 5 — AN () SRS 1 XU
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3.1 Run Charts &1TH
Run Charts are a simple visual monitoring method. Data or statistics calculated from measurements are
plotted on a chart in "time-order," as in Figure 3.1-1 Technical details can be found in Section 5.1.
IEAT U T B AT A T B B G v A A B KR AR TR G e A P, A 3.1-1 P
FORAN T AI{E 5.1 FTHRE)

Figure 3.1-1 Run Chart 2174

6.8
6.7
6.6
6.5
6.4
6.3
6.2
6.1
6
59 T T T T T T T T T T T T T T T T T T T
1 2 3 4 5 6 7 8 9 10 11 122 13 14 15 16 17 18 19 20
Lot (by mfg date)

IR FURJENE BEAARR: b R4 HID

Quality Attribute

3.1.1 Typical Applications HZIN

Run charts should be the first tool applied for monitoring all data in sequence. Once a reasonable number
of data points are collected, and the distribution of the data is reviewed (see section 3.5 on histogram), the
run chart may be converted into one of the other control charts below.

AT BRI I P A SR e 2070, — B B R ARG, v DA B 16 A (L 3.5
), AT AT LR A 2R A 1

3.1.2 Pros %

& Simple to create 25 5 Il

& Easy to visually identify general patterns in the data 7% 5 & H 50 i KB A1
®: Do not assume a distribution ANEEME & —Fh o Ai

3.1.3 Cons FH#«
& Variability is not considered in assessing process control £F it . 2 ¥4 il Fh A% [eAs

3.2 Control Charts: Individuals %Il : B{E

Individual Charts (I Charts) are used when only single, or individual, numeric measurements are used to
evaluate a Quality Attribute (see Figure 3.2.1-1). The | Chart should be used in tandem with the Moving
Range Chart described in Section 3.3. If the variability of a Quality Attribute is not in a state of statistical
control, the value of an | Chart is questionable. Technical details can be found in Section 5.2.
SR P QD AE R R A Ee s R A R oAl T s PR I A (L] 3.2.1-1).
| I Y 3.3 e B s & k. A R T s o AR B ANEGE T PR TN  1 EP BB 2
A NPBERT . RGN UL 5.2 17
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3.2.1 Attribute Control Charts J& 351 &l

Attribute charts can be used for data that represent counts or proportions of a classification as opposed to
measurements. A common application is evaluating multiple instances of conformance tests applied to
elements within a group (e.g., 12 of 30 units that are nonconforming or a nonconforming proportion of
40%). Because the counts or proportions of these types of measures generally exhibit a non-normal
distribution, different methods need to be used to establish limits. The generation of control charts based
on non-normal distributions such as the "c chart" (for counts) or the "p chart" (for proportions) is outside of
the scope of this document.

JEPEE R AR B B 2R A L], B AR S o — bR & UPAG S R M0 ) 22 Ao 2
MTAN&ITE (Blan: 30 FooH i) 12 MAGEGE WG RN 40% ). HIT-Ho 2 LU oy
ARIEA M, N AR R IR o Fdl B i AR FE TR RS A an “C &7 O T80 8 “P
B CHT LD FEax 4 SO s il 4b.

Figure 3.2.1-1 Individual Control Chart F{f 55 &l

7.0

6.9
6.8
6.7
6.6
6.5

Quality Attribute

6.4
6.3
6.2
6.1
6.0
5.9

I I I I L I I I I | I | ] I I I I I ] I
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Lot (by mfg date)

PABKR: i E N BARAR: fhix G HID
3.2.2 Typical Applications %N F
The Run Chart above is an individuals chart before adding control limits. An | Chart is used to monitor
attributes where there is a single numeric measurement for each lot.
FESEINAZE I PR 2 B is AT 2 MR Ko LI I m ik, a8t — NI A I
3.2.3 Pros R
& Simple to create 2% 5 61
®: Easy to visually identify general patterns in the data 7% % & H 2 ) K200 A1
& Variability is considered in assessing process control 7£ PFAl T & 45 il 2% e A &

3.2.4 Cons Z#x
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& Variability is based only on the change between individual data values potentially captured from each
lot. That variability may include multiple sources.

A PO AN B R DL A AL, A SR R] REE ALY o R AR B VRAT 224> KU

3.3 Moving Range Control Charts B3tk =5 &

Moving Range (MR) Charts as shown below in Figure 3.3-1 (also called 'moving average charts’), are
used in combination with an | Chart to evaluate the variability of a Quality Attribute. Technical details can
be found in Section 5.3.

Btz KWK 3.3-1 (WFRY “Bah K™, 51 EREGMEH, PR EEmE. BoRgn
UL 5.3 45,

Figure 3.3-1 Moving Range Control Chart #%z#¥ % 4 il

0.60

0.50 1

_ i
= 040

0.30

0.20

0.10

D e R B s o e B e
1 2 3 45 6 7 8 9 10111213 14 15 16 17 18 19 20

Lot (by mfg date)
3.3.1 Typical Applications H%I N FH
The MR Chart is essentially an | Chart for monitoring the variability of a Quality Attribute. Although this
chart is sometimes omitted, it should be used in tandem with the | Chart. If the variability of a Quality
Attribute is not in a state of statistical control, the value of an | Chart is questionable.
MR & 52fr Bt —A LK, TR mea m P A S XM A IR ki 2 T, BN | K
BAE o AR — A e J@ P A AT EGE vt 2 VS LA, 1 B 2 2 N MRBER .

3.3.2 Pros %

& Simple to create 2% 5 61

& Easy to visually identify general patterns in the data 7% 5 & H 50 i K25 A1

& Variability is considered in assessing process control 7£ PFAl T & 45 il 2% e A &

3.3.3 Cons FH:
& Variability is based only on the change between individual data values potentially captured from each
lot. That variability may include multiple sources.

AR LT BN Bl LA AL, AR R AL A IR o SR AR B /AT 221 R
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3.4 Average and Variability Charts #J{& F f128 7 E

These charts are used to monitor the averages of small sets of data. Average and range charts take
advantage of the Central Limit Theorem, which states that average results will tend to be normally
distributed, regardless of the parent distribution. Of course, the larger the sample set, the greater the state
of normality. The range of results within each data set is used to estimate overall variability. The
difference between the sample average and the overall average is compared to the average range of results
within each sample to assess statistical control. Variability is plotted on a separate chart.
KRBT DA B A FEANEE BEAA] T O iR B, DR B E N
IR, SR AT TR, R, FEARMOR, BURBLIERS A . BRAEOE I v B TP
HEARAA o FEAT-SYAE 5 B AP B (i 22 9] ) 22 5 5 A B )~ S A A HEA T LR DA DPA e v 27 4%
o ARAAE S — ok & FRIHI K.

Process variability can be monitored by either a Range chart (R chart) or the standard deviation chart (S
chart). If the Variability Chart (Figure 3.4-1) indicates a statistically out of control situation, the Average
Chart may not be meaningful. Technical details can be found in Section 5.4.

T EE (R ED sbsimzE (S ED kifl. Wil (K 3.4-10 BoRihg
TR DL, PRI RE A o BORGN IL 5.4 77,

Figure 3.4-1 Average and Range Chart $4){i & F17% 554 [&]

XBar & R chart of Variable

I A A AN
5 657« Wa\ )/\/'\
@ 607 v ot V7
§ 557
= —
< 50
s 4\
= L [ ]
TN A
= 3
g ?' -_‘_'/\

- ——
5 U.J N

v 1 v ] v ] v 1 v ] v ] ! || v ] v ] ! || v ] v 1 ! || v ] LI |

2 4 6 8 10 12 14 16 18 20 22 24 2 28 30

Lot (by mfg date)

3.4.1 Typical Applications %)W F
Average and Range charts are used in a wide range of applications.

PR ZE AT T2 (N

3.4.2 Pros %

& Simple to create 2% 5 61

& Lessens concerns about non-normal data ¢ /> 2% F& 4k 1F A £

& Easy to identify general patterns in the data 7% %) & H B0 1 K305 A

& Variability is considered in assessing process control 7£ ¥FA T 25Ny, e 5| 728 ik

3.4.3 Cons Z#x
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Variability is based only on the change between individual data values potentially captured from each lot.

That variability may include multiple sources.
A S PEA A TS T 7] B8 AL 21 1) PR Bl (B 2 T AR A o T I — A S m] RE ARG 22 R

If there are enough "within™ batch samples to estimate standard deviation, the trend of these deviations on
an S chart can be a better measure of change in variability than moving range charts.
RA LGN B, 75 S B B SRR SaT fE LR Sh Ve & B RIS W] 2 .

3.5 Histograms #£{RE

A histogram is a graphical representation showing how often each value in a set of data occurs. A
histogram is used to understand the distribution of a data set by graphing rectangles to represent the count
of observations in a data set over the class intervals. The height of the rectangles is equal to the number of
observations in that class. The histogram, or distribution graph, is often an early technique to be applied in
analyzing a data set and may aid in the selection of statistical techniques for further analysis.

FERIE S — PRI — 28l R A LR o — N RRIR I T — 28l i oA, a7y Ak
RV EAE — 2Bl T — 2RI RR . 7 HER e B R B AR S5 . AR, SRR oA
PPt =0 57 N VA £ I R T e 4 €7 £ B2 NS WA I v b A3t 0

This method is useful in analyzing processes to understand the distribution of process outputs. This can be
used to monitor changes to processes as well as variations from one time period to another by comparing
multiple histograms. The method is also valuable as an initial exploration of a data set in order to better
understand data and infer the distribution of the entire population.

AN THEAE S W R e A IR, F T BEAR T 2m s i) A o 1K UM T T2, DU —
BUNTa) 5 55— Bt () i) A2 4k, kol e 2 AR E o IXAN TS WA A6 AR R — 240 8508 DL A
PRAGEECH,  DLRCHEWTRE N B 1 AT

The histogram may also be plotted using a relative frequency distribution in which the number of
observations in each class is divided by the total number of observations (Figure 3.5-1). In this case, the
vertical axis will be the percentage and the rectangles will represent a percentage of the total data set for
each class interval. Technical details can be found in Section 5.5.

FEAR BT LR AR S0 AR AR I, A2 R 280 T RSBk B (18] 3.5-1) 0 7EIX ARG
OUT, PARFR & E 08, TTHE BN EA I A o bl . BRI 5.5,

Figure 3.5-1 Example of a Typical Histogram Showing Data Location in Relation To Specification Limits
7R B S A PR P S B T R s
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LSL=20.0, Nominal=40.0, USL=60.0
1 1 1 1 1
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Several different characteristics can be observed from a histogram.
REMS BT P 830 LA AN [ R AE

3.5.1 Typical Application H% N
This method is useful in analyzing discrete and continuous data sets. It is an important early step in
analyzing a data set or distribution.

XA TVE R T AT B O S SR R A o oy — S B AT 1 R B B

3.5.2 Pros {t#:

This method allows visualization of where values fall on a measurement scale in relation to the frequency
with which they occur. The histogram can summarize large data sets graphically.

AT VS EAR AL TR i 2] — AN 2B b, 5 RIRAC . AR W H T S 4K 5L
o

3.5.3 Cons

Observation of a single histogram does not give any indication of any changes over time in the data points.
For example, a process that is drifting may appear as a wider distribution, without a clear indication that a
drift is underway.

AR EIA RS HATATRER M AR5 B fln, — AN TR, EA DR, 5
RIS R T AT )RR

3.5.4 Distributions - Interpretation of Histograms 434 -F4R B K] fidt ke

The standard normal distribution is 1.0 where the distribution of values has been standardized so that the
mean is 0.0 and the standard deviation is 1.0 (Figure 3.5.4-1). The following graph provides the theoretical
percentage of results that fall between + 1, + 2 and + 3 standard deviations around the mean of 0:0.
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IERNGZ 1.0, ALK A pbsiEll, IR 0.0, brdEfhiZzE2 1.0 (B 3.54-1). FAIE$HE
PEEE R H e, %L1, 2, £3 bauiwzEdr TI{H 0.0 YilH.

Perfectly normal distributions are not found in actual practice. The percentages shown are only
approximate for an actual data set or distribution.
TEFR MR /AL SEBR P RRAAELEN o oK 23 B0 o TSI HaH 570 AT 1) R A

Figure 3.5.4-1 Normal Distribution i 243 4ii

68.26%

95.44%
99.73%

-3 -2 -1 0 1 2 3

Number of Standard Deviations

In the case of a normal distribution, the counts of data points are equally distributed around the mean or
average value and have a specific contour. The assumption of approximate normality is common for data
monitored with many of the charts presented here. In theory, when the data are normally distributed,
99.73% of results are expected to fall with + 3 standard deviations of the mean. The 3 standard deviations
in one direction represent a probability limit of 0.00135, or in both directions 0.0027, that a value will fall
outside these limits by chance alone. For example, control limits set at these ranges would rarely (in this
case = 3 out of 1000) falsely annunciate a point as out-of-statistical control limits, when the process
performance remained typical. This reasoning of a probability limit can be expanded to non-normal
distributions, such as the Poisson or the binomial distribution of attribute data (P, nP charts) with the
appropriate mean and variance, and to more powerful statistical tools such as Prediction and Tolerance
Intervals. The choices used for control limits should be based on a balance of the risk implications of
failing to detect a real difference (limits are too wide), and falsely detecting a difference that isn't there
(limits are too tight).

TEIERIIATHINE O, Bells RN EEE o AP AME R R L JF B — MR RS s . R
DR R T2 5 DL T A2 s AE X LRI A 1] o o BRIS B iF, 80 2 B AR 2 AT A I, 99.73%
(R &5 R o IRV A 3 At i ZZ B N o 31X 3 MR 25 75— A7 AR R AL R 2 0.00135,
PIANTT IR 4 0.0027, ¥4 AEIX LE i AMIE S ABIR R ALK o i, 428 PR A0 B AR X ey LK AR 2 (R
Tor 2 =) RIS — A fUB H Gert 2 NG 2 Ah, 5 T 208 AT RFFEILALIRAS . MR BRI
JERRT T4 RBHR RS A, BIAmaiA 7 A sl 3704 (PNP KD, 83 1) L&A, T
HAT A RE BI04 ) i GE 2 LA Tu A A ZE R TA)RG o 1% L8108 £ F T4 il BRI AZ 56 T KU R T
i, ERERTIN BN EIE AR CBREERSE), LR RMOBAS I B I EAAEAE I 22 7 (BRBERZED.
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The interpretation of the below graph (Figure 3.5.4-2) is that the data set is approximately normally
distributed. It can infer that the population is approximately normally distributed and has a bell-shaped
curve.
NEIRARE (B 3.5.4-2) REAR M IEAR . LR OO B A0, A NMREDRIRT)
thek.

Figure 3.5.4-2 Histogram of a Normal Distribution i 234 (I FER 5]

Count

6.9 6.95 1 1.05 1.1

In case of a bimodal distribution, the data suggest that there may actually be two distinct populations in the
data set, as in Figure 3.5.4-3. This could be as simple as the data were a measurement of the output from
two systems. Further exploration of the data set is required in order to understand the nature of the
variation in the sample set. Depending on the size and nature of the data set, there may be multiple modes
or means within the data set.

TERUESI AT G OL T, Bt i Cn] REAAZE 2 I Wi it anf&l 3.5.4-3. X nREE T LAYy, Hicdhs 2
PRGN . AL PR R EARA, DAL AAR S (0 1R 5T o AR T B3040 4 1 /NI P ot
AR 2 AR B 2 Y PS4

Figure 3.5.4-3 Bimodal Distribution X&) 4

25 —

5:. Illl!

1.2 1. 3 14 79 8

In case of a skewed distribution, the mean is skewed to one side of the distribution, as in Figure 3.5.4-4.

A AEOL S, PRI w2, Wik 3.5.4-4

Count
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This type of distribution is sometimes encountered when a system is unable to vary in one area or side of
the range (constrained), but remains able to vary in another area or side of the range.

XERM AR SBE], D RGEARAE XA 102 (AR, (HRARAERAE
Iy X ) — 1L AR A

Figure 3.5.4-4 Left Skewed Distribution

40 -

Count
|
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s N amie
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3.2 3.3 3.4 3.5 3.6 3.7
3.5.5 Hints for Use V&N
The histogram provides an overview of the distribution of a data set. It can be performed manually with
graph paper or generated quickly using basic spreadsheet or statistical programs. After initial generation of
the histogram, it is useful to plot the specifications of process output on the graph to get a rough visual
estimate of the capability of the process.2
IRAIR SR A TR R AR S . T DA R Tl v R A 3 sl T A Ao R
B GV SR AR B S AP AR B AT LA (M AE 36 2] T 20 24, AN 45 21T
ZRETTRNE B B VA

After generating the histogram, it is important to explore any variation from a visually normal distribution.
Changes to the shape of the distribution can be caused by natural limits or by the grouping of several
different populations. Potential differences from normality should be understood prior to use of a
"standard" deviation to calculate ranges. After a review and understanding of the histogram, the data can be
explored by more sophisticated techniques.

TEFE AR 25, A D ZEWEFUT M B R A T AR R 2. AT TEA AR AT e 2 H
P AE R BRI J LA AN FIREAR R 70 A3 F ey o AEARE ] “ARE” i 26 VHSLVE T 2 iy Y. 24 BRAR NI E 2R 73
AT Z N VEAEAN T o AEXSFRR BT S SN 5, XLl i n] U] 58 0 S 2% i BoR BEA T 73
BT

3.6 Process Capability (Cpk, Ppk) TE887 (Cper Ppi)

This section illustrates the calculation of the process capability indices Cp k and Pp k . These indices are
defined as the ratios of the specification range to the natural variability of the data. They answer the
question: "Is this process capable of meeting its limits now or in the future?" The variability in the data,
which is compared to the limits, can be based on an estimate of the process variability. The variability is
expressed as the average within the group variability (Cp k) or as the variability of the observed points,
often expressed as the standard deviation of all data (Pp k). It is worth noting that for a process which is
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statistically in control, Pp k is essentially equal to Cp k . Graphical examples of the relationship between
variability and limits are illustrated in Table 3.6.1-1. Technical details can be found in Section 5.6.
KRBT ZRIM (Coe B Po 1850 . &S HEE BIAEEE AR R, BRI%T
AR ) L XA LA R R] LU 2 e ARG 2 70 Bl AR S, A TRREET =, W]
PAKE T30 T 2AR S I VAN I € o AR5 1 T AR R AL N AR S 1 Coe FRSF I B0 B WL R A S
P, SRR AR (Ppo BIbsHEZE . TEVERNE, N T4k BB TZME, Py A
JEAER T Coe ARFRIEMIBREZ 18] S R B EIRAER 3.6.1-1 T D4 FLEORANT WA 5.6 5.

3.6.1 Assumptions i

The current specifications are realistic, relevant to the potential for product impact, and were established
appropriately. The data are approximately normally distributed. The data collected are truly representative
of the process and were obtained from an independent sample. Finally, measurement variability is small or
a small percentage of the process variability. Use of the Cp k index requires that the process is in a state of
statistical control, with consistent variability between groups.

AT FRHE S L), HAN™ S M AR O, JFBOE PPl . Bl EEARMIES 73 4. 2
PRI IEARER T2, HA—AMIREART R . e, SRR, s (0e T AR S
BNy M Co dRETH B T 2T A HPREZ T, IXFRALIR AR SRR

Table 3.6.1-1 Significance of Cp Cp i) i &k

Graphica
| view of

a process
at
different
values of
Cp

e iy \

T & Lower Limit  Upper Limit Lower Limit  Upper Limit Lower Limit ~ Upper Limit
Kl
Sigma
value in
the given
limits 36 (£1.506) 66 (£30) 186 (+90)
4 & W
EA
o
Statistica
I number 13.58% 0.27% Really 0
of values L0
outside
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the limits
R
FE 1 4
it % A
RME

Statistica
I number
of values
inside

the limits 86.42% 99.73% 99.999999%
PR
Bl N 4
i A
fRMH

Process statistically expected
to routinely make
nonconforming product
gt LI T 2aw A
HANEAE ™ i o

Result
g5

Process statistically unlikely to make non conforming product

it B AT REALE P AN SRS b o

3.6.2 Typical Applications %W F

These indices are one tool for studying processes and comparing relative risk between various measures.
The interpretation of capability index values is shown in Table 3.6.2-1. Process capability indices should
be used with other techniques, such as histograms, run charts and control charts, to assess the process.
They should not be used to accept or reject lots of a product.

X LEIRHOE I T T 20k RN LG BEAN [R5 TR) AR XU () — A TR o 36 3.6.2-1 X ey Fa kAT T i
B T ZRETAREGH EEMIABBOARIEFAE T, BladRRIE L AT B S - kPG T2
XU T H AN PR BB R L83 i IR

Table 3.6.2-1 Interpretation of Cp Regarding Limits Taken Cp FTHR PR B i i B¢

Value of Cp Result Comment
Cp & iR | EW

Remedy process to decrease failure
rate:
Process is statistically poorly | Assess process design,
Cp<06 capable for these limits measurement systems, and limits as
GEitar Bk T 200 2 X LE ) | appropriate
JZ S FH AR 2R PR H A 2
PEAG L2t W& R GRS 24 1 B
i
Process  statistically = modestly | The variation is wide in relation to the
Cp<1.0 capable for these limits limits. Occasional deviations can be
gk 2F Lk oy T EREARE W £ X | expected from the process as is.
e RE, Remedy as appropriate.

32



Iz Z.oaN
%ﬁmrbé )
*# ouryao. com http://www.ouryao.com 253 R FI{EREE GMPHELS I AT &

PR FEAH S B AR SR o T 2 (AR
UAERAT 200 . AR 22 o A5 3 24 1)
RN I

- Tolerance of 6 Sigma (99.7%) is
Cp=1 Wam ;milt of 1.0 achieved.
L0 MR ATLLAE] 60 A%
Process statistically capable, likely to
pass specifications routinely.

10<C <133 PN W, N Y - At £ N
P Gl A T ETIAT, Behp st
SO
Process statistically very capable
Cp=1.33 y very cap

it e B T 2AEH AT .
Consider if the limits are relevant to the
process (product impact basis). It may be
that a risk based review would indicate
Process is much better than | that the process is adequately controlled
Cp=3 needed to meet the limits without ongoing measurement

Tk SRR B SR TR 2 T SRR S R T 2 0 OO ™ it S W) 1) £
EE), —ANET K H A s B
TN TS RS R 1 Ol T
AE 7870 AT 245

3.6.3 Pros {L#:

Because process capability indices are not based on any specific units, they can be used as a common basis
to compare between processes or measurement types, and among manufacturing steps and products.

T T 2R ST REASE TARATR E F07, BRI eAT o] DA — ANl H P & 1 T 2 I & 288 A
7S BRI i 2 R BEAT UL

3.6.4 Cons FH:

Observation of a single calculated capability index does not give any indication of change over time of the
included data points. A process that is drifting may show a diminished capability, without clear indication
that a drift is underway. For a precise estimate of capability, as with any summary statistic, considerations
should be made for sample size using a lower confidence bound (as in ASTM E2281). With sample sizes
less than 200 data points, consider comparing a tolerance interval of the process data to the specifications.
XA O B BE D FR B S CVE R T & B R AN N TR BON 2RO E IR o IEAE S ) T
ZTRERBLIL BE IR, BT WIS (EAEREAT B0V ko i T BB RGAA OGS BE ) HEAT VAN
Sia TN R G SR, N 2R BRI ] AR B AE SRR (An ASTM E2281) . 4FEAR /N T
200 ANEGAR IS, B 242 R T2 e 1Y) TR B 2 25 FIARVEEAH LA
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3.7 Exponentially Weighted Moving Average Charts $EXUNAUR 51 542 511K

Exponentially Weighted Moving Average (EWMA) charts are used to display the central tendency of a
series of data points (Figure 3.7-1). The variability of individual values is dampened, allowing any
underlying drift to be more easily observed. The weighted averaging favors the most recent data point,
with prior points having a decreasing influence as distance increases. Technical details can be found in
Section 5.7.

TREONBRE )T (EWMA) KR T — R 508 1o s LK 3.7-1). A K 28 7
PER AN, DB ATAT VAR 1) R 56 4 5 2 M W S 3] o SX MO IIASC - 38 1) D75 9 S B e i 28l it
T PR 280 2 B A B ) 3G iy PRI ™ AR 5 . BRI WK 3.7-1 55 EWMA [R5l 22 1 0)
t.

Figure 3.7-1 Data Plot Compared to EWMA Chart 55 EWMA K545 2: 1 )5 b
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3.7.1 Typical Applications %W

The EWMA chart may be used for variable or attribute data. This chart is able to highlight small changes
in mean, but may not react as quickly to large changes or brief transient events. The net effect of the
EWMA algorithm is the same as a first-order filter or dampening of individual values.

EWMA [ Z&n] DU T2 5 ul 5 J8 M 10 0 A o i I3 mT ELR Y Won 88Ul B B84k, (HaEANRE
AR R IS L J52 K (AR AR B 73 TG R A o EWMA S35 (R S AR RS S BN B R4 2% i s
5 o

3.7.2 Pros LA

The EWMA chart is useful for summarizing trends. It is also helpful for monitoring if a relatively noisy
measurement system obscures the underlying process. This chart is also robust to non-normal data, due to
the averaging across multiple points.

EWMA EZRAT A5 2 ARG o R FoR 0 2% L0 A I 28 G o V2005 I 1 S s v A 1) T 2 a3,
EWMA Ko Firdils B o 3K BRI AR B LU BCH 28, KL U T VER 2 A Btk AT 1
T

As successive points are designed to influence each other, this chart will make common-cause variation
more visually apparent.
T BB e A BB, IR SRR R [ R o AR I R AR

This moving average may also be relevant for tracking key performance indicators, where the overall
business outcome is dependent on the average result (e.g., production rates or yield).

GBI ERE T et SR EVE REMI TR R S BB WA 0%, FML R R R TP AR (BB A s
ST e PP

The EWMA chart is sensitive to small shifts in mean, and can display them with higher resolution than

plotted raw data. The prompt detection of process mean changes can allow response to correct prior to a
subsequent excursion. The CuSum chart (described in the following section) may be slightly more
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powerful for annunciating mean shifts, but it is less intuitive to interpret. The EWMA chart has the
comparative advantage of being in the same units as the measurement.

EWMA BB TN AU, DL T a5 I iR BoR e ] L2 m PRodtha il 2wk
FHAR T LSRR N, DLALIESEHT A2 G s SRBURIE I (WL N30 nl B o Jy i
FE iR, ABAART 7 T A H . EWMA ELEAT HER A I 45 SAR [R) 5007 0 2800 R A0 oo

3.7.3 Cons fm

The EWMA chart is not helpful for detecting changes in variability. This chart is designed such that the
variability of individual points is reduced, so as to not distract from observation of the central trend of the
data.

EWMA D0 TR AR Sk (R AR A B o 2% B B s G A Eills s i A8 ek, DA 43
[EAE/ATINE ey <R

The dampening of the EWMA causes a lag in the response. The magnitude of a step change will only
become apparent after a number of samples appear at the new average.

EWMA [ B g o — DA RN ARV 2 RER R BUB M), A B HW.

Individual special cause events are not highlighted by the EWMA chart. Other means of detection of
outlying individual results should be employed (e.qg., alert/action limits, individuals chart, etc.).

FAANREE FAFASAE EWMA BIR PG R 5Ri o 5 28 Fb VL (& AT sh IR, AMAREHIE &
S5 RAS I ST 45 FEIE i 125

3.8 CuSum Charts EFRA1E

Chart of the cumulative sum (CuSum) represents a quality control chart with a memory. As samples
accumulate, these charts total the sum of the deviations from a given specification value.

SRAE (CuSum) RFIX—Far A ic iz s hlE R . MEFEARN B, XEER KL E b
PHEAE et 29 FEEAT A

This approach is different than most other quality control charts (e.g., x-bar charts) that map individual
results on a defined 'window' of ranges. On these charts, previous values are not taken into account when

trying to detect unusual events.

XTI AILARR 2 B B SR (W X-bar BI32) #RA FTANIA], e A~ a5 Al 4e e 1)
“CRET e AEREEEFE T, AR AR IR A, AT R T A R AR R

The CuSum chart is the most sensitive for detecting changes in mean. It highlights changes in mean as a
shift in slope (Figure 3.8-1). Technical details can be found in Section 5.8.

X SR RPUR P o) 4 0 1~ 359 5 0 A A e ok UK BT A RURE R T 200 B P AR AL (&
3.8-1), HAARHAT WA 5.8 1.

Figure 3.8-1 Run Plot Compared to CuSum Chart of the Same Data
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3.8.1 Process Features Suitable for This Type Method & FTiX 5 ¥ 10 T2 4HE

CuSum charts should be implemented as a statistical tool at the shop floor, where processes must be
monitored and guided.
SRR e A T 252 B AR 104 8] AR —Fh oA T RAEH

This method can be considered to use for all types of data recording, where an understanding of changes in
the average is important. Such data could be taken from any monitored value, such as process parameters
from in-line, at-line or off-line recording.

R TP IECRAA VYR UL R, XM IR @& T A R B il ok . X LE 4
ALK H AR R8s, anfrgert) . fEAL s B4 il ki) T 2240

3.8.2 Typical Applications H7I N FH

Generally CuSum charts are used for the detection of anomalous behavior so they are implemented and

typically used for:

SRR TR AN IE S AT, Bt LA ] T

& Monitoring and detection of a change I} 2 Rl 4% £k,

®: Identify changes in the probability distribution of a stochastic process 7ERHAL T2 FIMER A h 4 2
4k

& Taking the advantage to stop processes as soon as significant trends are observed FJ X Ff & & (K41
e, LRI PREaFAIN h Wr T2 R

3.8.3 Pros {t#

The CuSum charts represent a sequential analysis technique. The sample size is not fixed in advance and
the data are evaluated as they are collected. The early detection of a change in mean sometimes allows for
the initiation of corrective actions at a much earlier stage at consequently lower costs.
SRR T — I M 7705 o SERTAN R E A T BB AR AR N b AT T VP Al . XA ELxS
P SSE AR BRI I 23 SO VEAERR - BB Bk A 41 5847 3l T B AR Bl AR

The location of the inflection point provides a valuable clue as to which time frame to review for potential
changes.

R AR RIS AT BLPR AL b 53 IR 2 3RS BEA T it ZEREA T 1 A% 1A AT E I TR HE SR
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3.84 Cons #tm=
There is a potential for over-interpretation of the prompt detection of statistically significant differences as
relevant to product impact. The presence of a discernible difference in mean does not imply that
specifications have been exceeded. Consider the risk that CuSum charts provides an alert system with
potential to overreact.

9 B P S R SRR VRN G v A b 2 O S I TS I A A S L 1R o B AR 1 T
Ao “PIME LA RT I 22 0T A — i BIRAE Sl ) TARTERR o BV 2473 3 BRI IR A )
RYGAFAEAG LRI SN A XU o

http://www.ouryao.com HIZ5HARFIfEREE GMPELIS I BAT &

3.9 Examples of Efficient Mixture of the Statistical Toolbox #t++ T B 465 3R &1 F i sL 4

As an example, CuSum Charts have been used in a multi-product manufacturing facility of Active
Pharmaceutical Ingredients (APIs). Many different products and conditions are manufactured e.g., larger
campaigns with good knowledge of the manufacturing process and small campaigns with less historical
data. The grouping of an x-bar chart, histogram and CuSum charts combined into the same display have
been employed to efficiently convey process performance (Figure 3.9-1).

2545, ZRUNEG T 28 50R 2 (APD A 4200 . VEZ AN A SAER T26, a4
P2 RPN RS A, il b by se A 1 A 7= . — 41885 T X-bar &
oo AR SRR 3 [R]— A EER g H T it eos T2 ERe (LKl 3.9-1)

Figure 3.9-1 Example of a Tool Bar for Statistical Control of a Process i F 48 47 il T HL A% S 451
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4.0 Acceptance Sampling B HiRe

Acceptance sampling is the process of taking a representative sample from a lot, which may be composed
of distinct individual units and then making a decision about the disposition of that lot. The sample is
inspected ( i.e., measured, examined or tested) and compared to the requirements. The decision is to reject
or accept the lot, based on the conformance to specified quality levels of the number of defects detected in
the sampled units. Defects are defined as a departure of quality characteristics from intended level.
Technical details can be found in Section 5.9.

B 2 e B A AR PERE W B R o SRT DA el SRR AN A4 SR T 2 T A A BE ) R
o FEMRE CamillE A i) I BRI MR EURE S okl 1) e B B0 5 1) oK
FRIRFE IR, RERE BRI SRR E O T B UK B R . BORTERE LS 5.9

o

4.1 Typical Applications B! F

Acceptance sampling is used to decide whether or not the lots, on average, are likely to be acceptable. This
will ensure against the release of highly defective lots as well as assure that the average quality going to
customer is at or better than some specified level. Sampling will protect customers from exposure to high
defect levels and reject obviously bad lots. Acceptance sampling is also often applied on incoming
materials.

B IR R s AT — R0 T & 15 T DA . BBt W] LAORAIE e FE SR B b AN AT, RIS
IR 25 P IRAG )T 28 Jo B /K AP A5 [R] 5 SN TR I B 7K o Sl REAS G W LA %25 71 TR e v dRe
AKEFE IR AL AN G AL oAt F T-3E) PR AS 5

A sampling approach may be appropriate for incoming material inspections, in-process components, and
possibly finished goods inspections where 100% inspection is not required. Sampling can be applied across
a supplier/customer junction or between steps or business sections within a company. Sampling may also
be applied at line or in line as a part of ongoing monitoring during production. Sampling approaches are
clearly required for unit attributes that can only be tested destructively. When sampling is considered, the
costs of sampling should be balanced against the hazard presented by defective components. The selection
of samples and subgroups that are required for consideration are as previously described in the
prerequisites for data analysis in Section 3.0

FOFEITVE ] L@ Tk PR A, o B A AN TR 2L 100% K A () e ks 2 o AiAE T B T
PETEXUT R AZ B T2 w) B 45 B0 T 1P B TA) o Rl ] LT 34 7 el R v R i P28 R A 45
o011 B I N < 127 N b/ W3 o TR T AN SR A B K 11 S 111 = =102 N VA SSE SRS
B3 B B T I ) A S AR P o T 22 R R T A ) 2% A R S AT 58 3 5 vh Ttk i
AETIpR TP RIS S U

4.2 Key Terms XERE

Sampling is a complex topic in it of itself and formal training is highly recommended. This document is
only intended to provide an overview of general concepts to put sampling into context with other statistical
tools. Further resources (e.g. , ANSI/JASQ Z1.4-2008: Sampling Procedures and Tables for Inspection by
Attributes and/ or ANSI/ASQ Z1.9-2008: Sampling Procedures and Tables for Inspection by Variables for
Percent Nonconforming) should be studied for further details or guidance in developing specific plan.?
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FIFEAS B A 24 1 2 O m JEHEAR IE RS I o ANSOOCH T4 it — b INEIR , AUl BT oAt
gt TRZ . FEIF R BRGS0 B AR 70 TE 22 1R 2R IR LU B8 2 40 5 IR S (il ANSI/ASQ
Z1.4-2008: T+ H A A s AL R A EE LA/ ANSI/ASQ Z1.9-2008: 34 AN Ak 1 43 L H B ARG A i
FERURRAIIRERD .

4.2.1 Acceptable Quality Limit (AQL) EWUFEFR(AQL)

The AQL represents the worst tolerable quality level in a continuous series of  lots that can be considered
to be acceptable as a process average by the customer. AQL-based sampling plans are designed to have a
high probability of accepting lots at a given AQL.

AQL ARAEIEL T At i — IR PRI T LA % 7 452 (i e 2 B B0 K. FE T AQL [l
JT I BEHEST R 1) AQL Hh H U B o

4.2.2 Rejectable Quality Level (RQL) M FREAKFE(RQL)

Sometimes called Lot Tolerance Percent Defective (LTPD), Limiting Quality (LQ) or Unacceptable
Quality Limit (UQL); it is the highest percentage of defective units in any individual lot before it is
considered unacceptable by the customer. RQL-based sampling plans are designed to have a high
probability of rejecting lots at a given RQL.

IR A AR B FE H 50t (LTPD), PR TE (LQ) s HeZ FiE . (UQL). 2R/ X)
ANTT B RIS Sl b B G 7 h BRBE F B e 1 4 B e FE T RQL FIIRE I R TTHESS 2 1 RQL HH4E
WCHERE R A o

4.3 Types of Sampling FHFEIREL
There are different sampling approaches can be applied to both attributes and variables.

AR5 VR AT LU T o e A B g

4.3.1 Attributes Sampling &t

Attributes Sampling is used on discrete outcome type of data (go / no go gauge, missing parts in an
assembly, individual units under / oversized). Count type of data (e.g., number of under- or over-filled
tablets in a bottle) is also an attribute sampling. The attribute case is the most common for acceptance
sampling.

THEORA AR & T S O 2 R B 2R (R IAE I S8 P o2k . AL 507 iR/
K)o THEREHE (Ui BA A0S 2D R THEAEE . TR RO AR 2 5 F B

4.3.2 Variable Sampling & &H#E

When each sample is measured on a continuous scale, the sampling type is denoted as variable sampling.
Examples might be weight, torque, potency, or moisture. The variable measurement provides much more
information with a smaller sample size than attribute sampling. Variable sampling plans assume that the
data is normally distributed.

TR R AE NI IR, WS AL O THE AR . B Rl DO E e R, R,
BK Yo EE IR R A B AR AR R LV BRI 2R v BRI U7 S M e i IR
IEA M.

4.4 Types of Acceptance Plans s KA
Different sampling plans can be used to balance test costs against complexity and risk of error.
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R AR FANTR] (R4t T S DA 15 52 2 PN 22 KU AT

4.4.1 Single Sampling Plans B.yxHiFE T 5
One sample of items is selected at random from a lot and the disposition of the lot is determined from the
resulting information. These plans are usually denoted as (n, c) plans for a sample size n, where the lot is
rejected if there are more than c defectives. These are the most common, and easiest, plans to use, although
not the most efficient in terms of average number of samples needed. There are two widely used ways of
picking (n, c):
BEALA 3™ 24— I H AR A O AR P45 B 45 RAL Bt ™ W o XA T AR n [
WHE IR (n, o), WEREEE KT ¢ WHEGZAL ™ Mo X2 M @R 7%, B
it FF i (KR 8O7 A S AR . A PRI IZ AT IR 720 (n, o
& Use tables (Standards) that focus on either the desired AQL or the RQL (LTPD)

FIH AQL 5 RQL (LTPD) KIS (Fri);

& Specify two desired points on the Operation Characteristics (OC) curve and solve for the (n, c) that
uniquely determines an OC curve going through these points.
TEBRERF 2 (OC) LR AN A, HisEME——4% OC i 4eill id iX 28 kA (n, e

4.4.2 Double Sampling Plans — X3 H R

After the first sample is tested/inspected, there are three possibilities:

BN B S, A =M g

1. Accept the lot Wittt

2. Reject the lot FEliHt

3. No decision (extend samples) T8 % (FfEFESD

If the outcome is (3), a second sample is taken. The procedure is to combine the results from both samples
and make a final decision based on the information.

WEREERIE (3D, R M. RERP A& MRS AR B i R 18

4.4.3 Individual Sampling Plan BJhEURE 5 %
A specific plan is the sample size and the accept/reject numbers.

HLAATT 2R S R R R s
4.4.4 Sampling Scheme BT ¥t

A sampling scheme consists of a normal sampling plan, a tightened sampling plan, a reduced sampling
plan, discontinuation and rules for switching from one to the other.

MR EAHR IR AT, IR &, SRR T S, A B AN R R T R
i

4.5 Prosand Cons itk &

Sampling is a means of adjudicating quality at a certain step. When properly applied, it allows a
likelihood-based discussion of measurement costs and risk trade-offs to be made at a specific process
juncture. This also allows a rational basis when deciding on appropriate levels of destructive testing.
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AL E DR VPRI AT B RS A, T SV T T RENE A e I R A AN
PR ANRFSE R AR A )L I o I LAE A R 38 2 7K I AP IR I N AT N B A 2
fifto

Acceptance sampling is not a means of assuring defect-free outcome. It does not assure an exact quality
level is present, as all detections of intermittent events are based on likelihoods, and there is inherent
randomness to any particular detection outcome. The value of acceptance sampling is as an independent
guard against the catastrophic failure of the testing of in-process materials and drug products. It monitors
the output and validates the performance of those manufacturing processes that may be responsible for
causing variability in the characteristics of in-process materials and drug products. Acceptance sampling
may be costly both in terms of materials and time. It should not be used as an alternative to process
monitoring and improvement.

FHIFE A Z I ORTC B PSS R —Fh 7k BIFAREIRUE A — DI K, PR A TR B
FAFRI P R I B TR YE BB, DT A AT A o BRI 4 A [ B BE AL o SR Ry
R Ry — AN BUNT IR 917 90 TR PR R 24 i GOUE P b (R e BESe A s 42 i LB A T L 8
() PRLAT 24 it R AR S ) 3 T 22 8. RSOt REAE A LA I (8] Y 7 T ) BE A2 53 DA 8 AN 1%
FHSRAE by il i M s R ek fy — P AR 7 v

3:  Much has also been written outside of the pharmaceutical industry on selecting sample sizes, for
further discussion also see ASTM E2587 “Use of Control Charts in Statistical Process Control”, ASTM
E2881-08a “Standard Practice for Process and Measurement Capability Indices”, ASTM E2709-09
“Standard Practice for Demonstrating Capability to Comply with a Lot Acceptance Procedure”, or other
statistics texts as appropriate.

3: KTFEAREMES, B ZAMTRE R, PRl LI ASTM E2587 “Use of
Control Charts in Statistical Process Control”, ASTM E2881-08a “Standard Practice for Process and
Measurement Capability Indices”, ASTM E2709-09 “Standard Practice for Demonstrating Capability to
Comply with a Lot Acceptance Procedure” B HARIE B I ZE 1T 24 1AL
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5.0 Appendices: Technical Details and Examples B#F: HAR40TMszH)

These appendices relate to the previous sections on statistical tools. Each section in the body of the text
above has a corresponding section in these appendices, which provides technical details along with
examples.

TXLL B 5 ) LA E Y Gt THAT G AR i SCA [R5 #AT AH DY (1) 38 70 A IX LE B
XSG PR A AR A 1 3 ] — Le sl

5.1 Run Charts =17

The following detailed instructions include a step-by-step method for calculating initial control limits as a
process and then refining them as more data become available and the process becomes routine. This
illustrates one particular approach using the moving range; other approaches such as multiple of standard
deviations (sigma) and choices for numbers of lots to incorporate in averages are valid as well and may be
employed at the user's discretion.

PATT 407 5 WA E v 55 T 20 e PR U7 vk, Tl R A A s R s B T2 A2 1S
FEFPAL . 286U B 1 18 R s 22 TR AN U5 0. FUAR VR anbrviE i 22 (PUARES) A A% 5 DA Sl ik
FEZ U ST I R R A R

5.1.1 Technical Details FiARZT
Step 1 — Place data or statistics in time-order.
5B A A s TR e vt

Step 2 — Create a plot of the data with the range of data values on the dependent vertical axis and the
timing of the data on the independent horizontal axis. The plot should be created as soon as the first datum
value is available.

i R B et AR € T = (N B € AR il ST g P SRt i 67 T S B
VAL A2 | I

Step 3 — Connect plotted points with lines.
o =PI SR RS

Step 4 — Add subsequent data values and connect to the previously plotted point as the data become
available.

VYDA R SR BAR BT FOERRE i 2 B s, X R A A 2

5.1.2 Example 3]

Step 1 — Place data or statistics in time-order. The following data in Table 5.1.2-1 were collected from
individual measurements of 20 independent lots. The lots are ordered by manufacturing date:

H— 0 F IR BEL R F Gt FIFER 5.1.2-1 R EE & M 20 ANAr ks f i gk
o IXEEHEOE LA H A P

Table 5.1.2-1 Lot Data by Manufacture Date LAZE 7 H #1140 v (4t et
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mmqmm-ﬁwmag
="

—
o

Quality
Attribute

6.23
6.50
6.59
6.26
6.47
6.23
6.41
6.32
6.44
6.52

Lot

1
12
13
14
15
16
17
18
19
20

Quality
Attribute

6.29
6.61
6.38
6.44
6.31
6.25
6.54
6.37
6.46
6.32

Step 2 — Create a plot of the data with the range of data values on the vertical axis and the timing of the
data on the horizontal axis (Figure 5.1.2-1). The plot should be created as soon as the first value is
available.
o bR e AN, B el P I TR R R (&1 5.1.2-1).
B — AR 2 A

Figure 5.1.2-1 Run Chart (Plot of Lot Data) iz47 & (Ht&dh £ KD
Run Chart

Quality Attribute

7.0
6.9
6.8 1
6.7 1
6.6
6.5
6.4 4
6.3
6.2 -
6.1+
6.0 -

¥
10 11 12 13
Lot (by mfg date)

| —
6 17 18 1

9 20
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Step 3 — Connect plotted points with lines as shown in Figure 5.1.2-2.

=R R O BN 5.1.2-2 TR

Figure 5.1.2-2 Run Chart 1217 &
Run Chart

7.0
6.9
6.8
6.7 -
6.6 -
6.5 1
6.4

Quality Attribute

6.3
6.2
6.1+
6.0

1
1 2 3 4 5 6 7 8 9 10 1 12 13 14 15 16 17 18 19 20
Lot (by mfg date)

Step 4 — Add subsequent data values and connect to the previously plotted point as the data become
available.

FHL BN SERTZR BN, AR AR AT AL

5.2 Control Charts: Individuals ¥4 &%
5.2.1 Technical DetailsHi A4l

Step 1 — Place data or statistics in time-order

2B s B I R I e

Step 2 — Create a plot of the data with the range of data values on the vertical axis and the timing of the
data on the horizontal axis. The plot should be created as soon as the first datum value is available.

I ) EBE €70 2 vl et PR € (E TN 5 K et PR B €T (1K€ €3t DO i b € T SRV 1
1% 2 o

Step 3 — Connect plotted points with lines.
R S R

Step 4 — Add subsequent data values and connect to the previously plotted point as the data become
available.

FVE—IR A SER BRI HOERRBERT 2 5, A X L B AT 2L

Step 5 — After 15 data points” are collected, compute the overall average of the data values (fT'fT ).
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PR 15 R R, AR D

Step 6 — Add a line to the plot at the X value on the vertical axis.

B AEWAHE b LIE (e 4 Lk

Step 7 — Compute the moving range (MR) for each consecutive pair’of data values by subtracting the
lower value from the higher value. MR will always be a positive number.
FEb AR AL (R B 22 © (MR), TR m IR 2 M 1Y, B sl 2 M IE KL

Step 8 — Compute the average of all MR values, (m)

)b — BT B s it P (MR ).
Step 9 — Compute the Upper Control Limit (UCL) using the following formula: °

ucL= X +266x MR

S R AR O T LR (uCL)
Step 10 — Compute the Lower Control Limit (LCL) using the following formula:6

LcL=X -2.66 x MR

S bb—mid R A R O T R R (LCL)

Step 11 — Add UCL and LCL to the chart for monitoring data points 16-30. These limits should not be
used retrospectively on prior data points

Ft— S —AEETPE I UCL Al LCL HR IR 16-30 HIBHE s o IX SR 2R A RE FH SR 2 A i Hicdis
HEAT [R5t

Step 12 — After 30 data points are collected, re-compute Upper and Lower Control Limits

St DA 30 MR RS, FRT VRS BN AR

Step 13 — Adjust UCL and LCL to the chart for monitoring points 31 +

S =R R AR A T A 31+ 5 Y A

Step 14 — If any data point falls outside a control limit, investigate the root cause. If the deviation can be
assigned to a "special" cause, correct the cause. If the deviation cannot be assigned to a special cause,
evaluate the impact prior to continuing. When a special cause can be assigned to a deviation, that data
point should continue to be included on the chart. But it should be excluded from calculations of the
average, UCL and LCL.

F VS RATAT R kA AP AAh, A AR R R XA ZE e FR e o — A
AT REEL AR R WA ZE AR FR MR I IR R, FEARSEEAT R R4S X
AT o IXAA N RIAR € MW 22, P AT R A XA s e AR B AR HERR AR
SPHME, UCL F1 LCL 52 4k

4. It is typical to review an initial set of data against expectations from validation or development, and
then to establish the initial working control limits on first series of commercial production. This isthen
revisited as a broader set of data become available
e MR AT d ) 4 A PIUYT AR UE BT A T R, SRS AR SR A i ST R W A
P . SR JE TR AR A R Sz i
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5. MR may be computed using a "run" of data longer than two consecutive points, but that is a more
advanced discussion
MR A LU “IgAT 7 THEEHE I RT 2 NELE AL, (H2 AR TG .

6. The multiplier of 2.66 is directly related to the use of two consecutive data points, or a run length of
two and the assumption that 3SD limits are employed
2.66 & IELL AN SRR, BRI A R 2 O FABRCBAT T 3 A% A v Al 22 B o

5.2.2 Example 4
The first 15 data points represent the first fifteen lots in time-order:
B L) 15 AN AR RN TR MR 1) B 1 15 IR

Step 1 — Place data or statistics in time-order.
50— W B I T U e vk

Table 5.2.2-1 First 15 Data Points/ Lots £ 5 (1) 15 AN f 4tk

Quali ali
Lot L Lot Actltl:ih:tve
1 6.23 9 6.44
2 6.50 10 6.52
3 6.59 11 6.29
4 6.26 12 6.61
5 6.47 13 6.38
6 6.23 14 6.44
7 6.41 15 6.31
8 6.32

Step 2 — Create a plot of the data with the range of data values on the vertical axis and the timing of the
data on the horizontal axis. The plot should be created as soon as the first data value is available

5 IR LR 2 AR, BRI B AR bR, s I TR AR AR AR . S — AN B —
RGNz SR

Step 3 — Connect plotted points with lines
o DRI RO 2

Figure 5.2.2-1 Run Chart (Plot of Lot Data) iz47 & (Jt¥dE % S 1&)
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Run Chart

7.0
6.9
6.8
6.7
6.6
6.5

Quality Attribute

6.4 1
6.3 1
6.2 1
6.1
6.0 1

T T T | T T T 1 T | T T 1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Lot (by mfg date)
Step 4 — Add subsequent data values and connect to the previously plotted point as the data become

available
7

AN S BRI IR BT 2Bl 0/, AEFHX SRR A5 A 3

Step 5 — After 15 data points are collected, compute the overall average of the data values (f )
@y=6.40

BAL— AR 15 AR, AR 0 )

Step 6 — Add a line to the plot at the £ (J53c 4% ) value on the vertical axis

B AEWAHE LI (e Pk

Figure 5.2.2-2 Run Chart iz17 /4
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Run Chart

6.70

6.60

@

(%]

o
1

(=21
=
o

Quality Attribute

\/\/ T

6.20 41—

123456

?89

Lot (by mfg date)

Avg=6.4000

Step 7 — Compute the Moving Range (MR) for each consecutive pair of data values by subtracting the

lower value from the higher value. MR will always be a positive number.

FAEP— A AL R R B 22 (MR),

Table 5.2.2-2 Moving Range # 5l

50

SR I R, BB B IR



l/%w\i
= ) & &
% ouryao. com http://www.ouryao.com 25 R LR L GMPHISIIERIT &

1 6.23

2 6.50 0.27 J KIS
3 6.59 [ooz]— [ 1 >
4 6.26 026 |
5 6.47 0.21 \I 0.33
6 6.23 0.24

7 6.41 0.18

: 6.32 0.09

g 6.44 0.12

10 6.52 0.08

1 6.29 0.23

12 6.61 0.32

i3 6.38 0.23

14 6.44 0.06

i5 6.31 0.13

Step 8 — Compute the average of all MR (i3 MR ) values.

=0.184  GZEUE N RS B B 25 F ()
55 )\ T B s 1T MR

Step 9 — Compute the UCL using the following formula:
UCL =6.40 + 2.66 %(0.184) = 6.9
Il BUE 2 SR B R

Step 10 — Compute the LCL using the following formula:
LCL=6.44-2.66x (0.184)=5.9
Ft Dl LUR AT SRS R

Step 11 — Add UCL and LCL to the chart for monitoring points 16-30. These limits should not be used
retrospectively on prior points. With values for Lots 16-20 added, the chart would look like:
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S DX W A5 16-30 YN UCL AT LCL 31 B 28 o 16 LU FEE AN R 5 Riy I 1140 0505 19 J85t o 5 1 16-20
)5, ERMEDR:

Figure 5.2.2-2 Run Chart (UCL and LCL shown) 47/ (UCL 1 LCL fi#8)

7.0

6.9 1
6.8
6.7 1
6.6
6.5 1

Quality Attribute

6.4
6.3 1
6.2 1
6.1 1
6.0 1

¥ | 1 ¥ I 1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Lot (by mfg date)
Step 12 — After 30 points are collected, re-compute the grand average and UCL and LCL using all 30
values.

Wb 30 A riE, MEHPTA 30 AMETEFHELS - PECR uCL LLJ LCL.

Step 13 — Adjust the limits to the chart for monitoring data for lots 31 and higher.
S =2 31 K% BT 22 b N A U A R R gk P

Step 14 — If any data falls outside a control limit, investigate the root cause. If a value is generated
outside the control limits and can be assigned to a "special" cause, correct the cause. If a "special" cause is
not found, evaluate the impact prior to continuing. When a special cause can be determined, the data point
should continue to be included on the chart but should be excluded from calculations of the average, UCL
and LCL.

S DU SRAT A el A2 B RS, A TOARAR S A R AR AN S A “HpBR” R, 4kt
ATRIPPAN SN o 24— ANRpA S5t R AT LA 8 I, 8030 e N 2k 88 475 81 JI 3 o HL N HEBRAE 38 v 54 A1
UCL FI1 LCL.

5.3 Moving Range Control Charts k255 &
5.3.1 Technical Details FARZFT

Step 1 — Place data or statistics in time-order

YR 1—AE Iy AN B B v H
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Step 2 — As soon as the second data value is collected, compute MR for each consecutive pair7 by
subtracting the lower value from the higher value. MR will always be a positive number.

AR 2— FORCER RIS AN MR, bl B SR R E LN ) MR, MR BN IR,
Step 3 — Create a plot of the MR data with the range of data values on the vertical axis and the timing of
the data on the horizontal axis. The plot should be created as soon as the first MR value is available.

AR 3-F B ARG FEIAE SNl DL S e i TRl e R Rl B — A MR Bl e — BB —> MR iR I,
AN B 12

Step 4 — Connect plotted points with lines.
AR A-DNZGERE

Step 5 — Add subsequent MR data values and connect to the previously plotted point as the data become
available.
AUR S5-I, S INEE S I MR S (R R i ) P R

Step 6 — After 16 data points are collected, compute the overall average of the MR values. This is

abbreviated as ﬁ_

IR 6UAE 16 NGRS, T MR AT, Sk g s hMR

Step 7 — Add a line to the plot at the MR \alue on the vertical axis.

SR 72 EMR AR B0 2 5 I

Step 8 — Compute UCL using the following formula:

UCL=3268 X MR
H TR 2 4 UCL:

Step9—SetLCL=0.
IR 9-1%E LCL=0

Step 10 — Add UCL and LCL to the chart for monitoring points 16-30. These limits should not be used
retrospectively on prior points.
AR 10-5 UCL A1 LCL #3021l i 16-30 FA KR 1o I BRI B2 AN NV [ 5t 1: 7 T i I ) Ao

Step 11 — Adjust UCL to the chart for monitoring points 31 +
ARR 110 IR 31 LU A I A 1 R 8 UCL

Step 12 — If any data fall outside a control limit, investigate the root cause. If a value is generated outside

the control limits and can be assigned to a "special” cause, correct the cause. If a "special” cause is not
found, evaluate the impact prior to continuing. When a special cause can be determined, the data point
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should continue to be included on the chart, but it should be excluded from future calculations of the
average and UCL.

IR 12- 00 FATAT A R A RIBR Ah, P AR . a0 SR AMEVE AR PR 2N HL ] — > “Hpik” JR
Bl B A Iz R o W R AN B — AR N, I8 A S E Ak S 2 BT PAS L 5EmT . 25 m] LUA e
PR DR DRIIS S B30 e N 4 25 93 81 1) 3 o L HE B AR AR SR TS (E A UCL T8 8k

5.3.2 Example L4
Using the example data from Section 3.1.2.1, the first 15 data points represent the first 15 lots in timeorder:
fiTH] 3.1.2.1 F4r FOZSBIEE, W 15 Eedls AR I b 15 ik

Step 1 — Place data or statistics in time-order.
A LRI 7 v AN EE B v o

Table 5.3.2-1 Lot Data in Time Order 32 s [8) Wi F 48 11 1k s

Lot Aﬁ?ﬂe ot Actlt“r?l:.utre
: 6.23 g 6.44

2 6.50 10 6.52
3 6.59 11 6.29

4 6.26 12 6.61

5 6.47 13 6.38
b 6.23 14 6.44

1 6.41 15 6.31

8 6.32

Step 2 — As soon as the second data value is collected, compute MR for each consecutive pair® of data
values by subtracting the lower value from the higher value. MR will always be a positive number.

— BRI A AN M E, At A s (R S AR T SR ELE XTI MR, MR R RS

Table 5.3.2-2 Lot Data with Moving Range 5 # st 2= ()t 5
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Lot Quality Attribute Moving Range
1 6.23
2 6.50 0.27
3 6.59 0.09
4 6.26 0.33
5 6.47 0.21
6 6.23 0.24
7 6.41 0.18
8 6.32 0.09
9 6.44 0.12
10 6.52 0.08
11 6.29 0.23
12 6.61 0.32
13 6.38 0.23
14 6.44 0.06
15 6.31 0.13

Step 3 —Create a plot of the MR data with the range of data values on the vertical axis and the time
sequence of the data on the horizontal axis. The plot should be created as soon as the first MR value is
available.

AR 3-F B A FEIAE SN L R B B (R FE A B — A MR B B s e — BB —> MR i A,
AN B 12

Step 4 — Connect plotted points with lines:
W A-DAS R 5

Figure 5.3.2-1 MR Chart #3525 (MR)
0.7 1

0.6

0.5+

0.4+

MR

0.3

0.2 5

0.14

0.0

1 2 3 4 5 6 7 8 9 10 1 12 13 14 15 16 17 18 19 20

55



L o2, P
e %
% ouryao. com http://www.ouryao.com HlZE R FIHFEE GMPHELIRH AT

Step 5 — Add subsequent MR data values and connect to the previously plotted point as the data become
available.
AR SR AT, IS INBE S 1) MR s (i i i e 1 R

Step 6 — After 15 data points are collected, compute the overall average of the MR values. This is

abbreviated as MR (MR-bar):

MR =0.184
AR 6 16 N EEE S, THE MR R EEFE. BT EES SN MR,

Step 7 — Add a line to the plot at the MR value on the vertical axis.
IR T-{EY L MR AR 2k 21 ri

Step 8 — Compute UCL using the following formula:
UCL = 3.268 x 0.184 = 0.601
A B 8- M A A UCL:

Step9—SetLCL=0
AP 9-WE LCL=0

Step 10 — Add MR, UCL and LCL to the chart for monitoring points 16-30. These limits should not be
used retrospectively on prior points:
A% 10-K MR, UCL Al LCL #8020 £ 16-30 F 1 2 - o TR BE A 1 [ P b 57 FH 6 i T )

Figure 5.3.2-2 Moving Range Chart (Upper & Lower Limits shown) #zhtlz K Cilzs ERATFERD
MR Chart

0.7

0.6 1

0.5+

0.4

MR

0.3 1

0.2 1

0.1

0.0 I I I I I ] I I I I I I I I I ] ] 1 ] |

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20



Il o
e %
%ﬁ ouryao. com http://www.ouryao.com il 2 AR AL EE GMPIRIRIN EAT#

Step 11 — After 30 data points are collected, re-compute UCL
AR 11-AE 3 30 Nl RS, EDRTEEE UCL.

Step 12 — Adjust UCL to the chart for monitoring points 31 and higher.
AR 12- PRI 31 LS R I R B 2R 1 UCL

Step 13 — If any data fall outside a control limit, investigate the root cause. If a value is generated outside
the control limits and can be assigned to a "special™ cause, correct the cause. If a "special” cause is not
found, evaluate the impact prior to continuing. When a special cause can be determined, the data point
should continue to be included on the chart, but it should be excluded from calculations of the average,
UCL.

W 13- U0 AT IR S e B R AL, AR . W R MEVR AR IR 2 B RS — “RpIR” IR
Bl B A Iz R e W R AN B — AR N, IS A S e Ak S 2 BT TPAL L 5EmT . 2] DLA e
PR DR DRTIE - B304 e N 4 282 G 93 81 1) 3 o L HE B AR AR SR RTS8 (E A UCL T 52 8k

5.4 Average and Variability Charts 38 &l f13% 5 &

5.4.1 Technical Details HiARZE

Step 1 - Identify the size of each sample set, commonly referred to as a subgroup. Subgroups should be
rational, thatis, should represent a range of results that are intended to be very similar. That will allow
unintended changes between subgroups to be more easily distinguished.

AW e RN, WA AT TR N A, GRS ARRRIE R TEHE . X
T X2 BT A E U ) A2 5 o

Step 2 - Collect the specified number of samples for each subgroup at reasonable intervals during the
process or lot.

AUR 2-LUd 2 (Al b AR I R Bt B R S ORI

Step 3 - Begin collecting and recording data along with date/time information.

AR 345 H YIS T BTl s Kl

Step 4 — Compute the average for the first subgroup
AR A TR

Step5—Plot the subgroup average on the X Chart.
AR S-K T RERF I (AR

Step 6 — Compute the measure of variability for each subgroup by either:
AR 6-R LU — Moy A S A

1. computing the range for each subgroup by subtracting the smallest value from the largest value
within the subgroup. Or
T REN S IR L B /ME, 13207 . Bl
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2. computing the average standard deviation in two parts. First, for each rational subgroup, calculate
the standard deviation by taking the square root of the sum of the square of the individual values
minus the average value, which is then divided by the number of samples within the subgroup
minus one. Next, sum the standard deviation of each of the historical subgroups and divide by the
number of historical subgroups.

WS B EARE N 2 . G, VEEERE T REARME R, R BRSSP RE A SR AP
Jiks ARIE FEBCF IR . SRR B R ARAE G ZE AT, FRBR LR

Step 7 —Plot the measure of variability for the first subgroup on the variability chart.
R N E L PR S S NI S M o

Step 8 - Continue collecting samples and compute the average and range (or standard deviation) for each
sample set. Then, plot the averages and ranges on the appropriate chart and connect the points with lines.
IR B-ARSLRE R —AEAS, THECPIMERING ZE (BRHER 25D o PR PR (R AR 22 i 7E 45 1) L
M E¥s 8 rERGR K

Step 9 - After 15 subgroups of data are collected:
I 9-7EAE S 15 AT REI E 5
1. compute the grand average of all the subgroup averages
TSI P E I SR
2. compute the average of all subgroup ranges

TSR TR R T IAE

Step 10 - Plot the grand average on the X Chart
AT 10-K AT AR AR S A2 i

Step 11- Plot the average range on the Range Chart.
o IS EE SOl SR e Sl

Step 12 - Compute  UCL for the \Variability Chart using the following formula:
AR 12-H SR UCL.

Range 7
UCL =D,R
Sample Size 2 3 4 5
D, 3.267 2.575 2.282 2.115

Standard Deviation #7722

UCL =B,S
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Sample Size 6 7 8 9
B4 1.970 1.882 1.815 1.761

Step 13— Compute LCL for the Variability =~ Chart using the following formula:
AW 13-H N A K LCL:

Range 7%
LCL=D;R
Sample Size 2 3 4 5
D, 0 0 0 0

Standard Deviation Ak 2=

LCL =B

Sample Size 2 3 4 5

B 0.030 0.118 0.185 0.239

3

Step 14 - Plot UCL and the LCL on the Variability Chart for monitoring variability beyond sub-group 15.
AUR 14 =K% UCL A LCL mifEdx I F, #254) 15 THEZ MRS

Step 15 - Compute UCL for the Average Chart using the following formula:
A PR 15 -H F k5 uCL

Range 7
UCL =X+A,7
Sample Size 2 3 4 5
A, 1.880 1.023 0.729 0.577

Standard Deviation FxE {2

UCL =X+A4>
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Sample Size 6 7 8 9
A, 1.287 1.182 1.099 1.032

Step 16 - Compute LCL for the Average Chart using the following formula:
A5 16 - T A HE LCL:

Range 7%
LCL =X-AR
Sample Size 2 3 4 5
A, 1.880 1.023 0.729 0.577

Standard Deviation 5k 2=

LCL =X-Ag”

Sample Size 6 7 8 9

A 1.287 1.182 1.099 1.032

3

Step 17 - Plot UCL and the LCL on the Average Chart for monitoring subgroups 15 and beyond.
AR 17 =K UCL A LCL mifE4x I F, #257) 15 THEZ MRS

Step 18- Continue collecting data for subgroups 16 and beyond. Update the Range (or s) and X Charts
with each subgroup's variability and average.

AR 18 ARELWE 16 N2 5 TR . R RE— TR R SMEAFIE, R (SR
75 R

Step 19 - If any subgroup's variability or average falls outside the control limits, investigate the root cause.
If a "special” cause can be assigned, correct the cause. If a "special” cause is not found, evaluate the
impact prior to continuing. When a special cause can be assigned, the data point should continue to be
included on the chart; it should be excluded from calculations of ranges, averages and control limits

AR 19 U RAT A R AR B B B S ARSI PR 2 A, NS RRA R B . an SRn] DL S “Rp ik

JRRA, WEATAE . WA KRB “CRR” B, N AEGRSEERAE RN MR T VP A . R AT LA A
CRER” TR, O AT TR B AR R L, A S ZE L P BE RS TS

Step 20 - After 30 subgroups are collected, re-compute the control limits

YR 20 —(EHCER 30 SRR R, BRI R
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Step 21 - Adjust the control limits to the chart for monitoring subgroups 31 and beyond.
IR 21 —EEE IR, X 31 A LUS I REEA TR

5.4.2 Example Z]

Step 1 - Identify the size of each sample set, commonly referred to as a subgroup. Subgroups should be
rational, thatis, should represent a range of results that are intended to be very similar. That will allow
unintended changes between subgroups to be more easily distinguished.

AW 1 fEREFEARRE RN, R DT TR NG, ARSI R L .
AT X & AR U A AL 5]

A tub of 30 vials is filled using a filling machine with six filling nozzles. Since the vials are filled at
approximately the same time under the same conditions, it is reasonable to expect the weight of the vials
from each nozzle to be similar. Therefore, five vials will be sampled from the tub for nozzle #1 fills.

M 6 FHRERHLIFTE 30 M T P AEFRISEIAEE R AE R — I T, ] LA Sk
FEM T IR R . BRI, RTER 1S ET SHERE ) 5 AN T

For the purposes of illustration, this example will describe the establishment of control limits from the
initial data generated within a run. In practice, it may be more common to have pre-established
expectations for process performance in place as a run commences.

AR AT AR A A a Hct s LR . SERR b, AR IRAERT, CavIb e T LMk
AR TR o

Step 2 - Collect the specified number of samples for each subgroup at reasonable intervals during the
process or lot.

AUR 2 —DUIE 4 b B AR R Bt N B — TR B O REAS

Due to the time required to weigh the vials, the sample of five for nozzle #1 will be weighed every 15
minutes.

PR TR LI TR PR i 1 &, Ak 15 20 BIRR AR 1 SR SR AT i

Step 3 - Begin collecting and recording data along with date/time information.

AUR 3 R N TR Il R Kl

The following data were collected for the first time point:

PR — I 18] OB — Bt

Table 5.4.2-1 Sample Data Collection Table
* 5.4.2-1 FEam B IUEE R
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316 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16
1:00 | 1:15 | 1:30 | 1:45 | 2:00 | 2:15 | 2:30 | 2:45 | 3:00 | 3:15 | 3:30 | 3:45 | 4:00 | 4:15 | 4:30

Date/time

Sample 1 X

LEL T EY A 6.59

Sample 3 EL

Sample 4 X}

LEL T EE 6.35

Step 4 — Compute the average for the first subgroup.
AR AR TR

Table 5.4.2-2 Sample Average Oata Collection Table FEAT-I{E £k %

3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16

L 1:00 | 1:15 | 1:30 | 1:45 | 2:00 | 2:15 | 2:30 | 2:45 | 3:00 | 3:15 | 3:30 | 3:45 | 4:00 | 4:15 | 4:30

LEL G 6.46

Sample 2 KL

Sample 3 JGRL

Sample 4 K}

Sample 5 JRL]

Average UK

Step 5 — Plot the subgroup average on the X Chart.
AUR B R AP B R R P A R

Figure 5.4.2-1Sample X Chart #I&]
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Mean (Fill)

Group

Step 6 - Compute the range for each subgroup by subtracting the smallest value from the largest value
within the subgroup.
AR 6 —HIRE— AN A 2 B ME, THEERE— TR AR E .

Table 5.4.2-3 Sample Oata Range Collection Table FEAHL 2 8%

DETCYA W 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16
1:00 | 1:15 | 1:30 | 1:45 | 2:00 | 2:15 | 2:30 | 2:45 | 3:00 | 3:15 | 3:30 | 3:45 | 4:00 | 4:15 | 4:30

LELTICRIE 6.46

LT 6,59

Sample 3 AL

Sample 4 ]

Sample 5 JEE]

LITTEN I 6,45

Range W]

Step 7- plot the range for the first subgroup on the range chart
AR T K TR S AR ZE AR I ]

Figure 5.4.2-2 Sample Range Chart AR 7 K]
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Group

Step 8 - Continue collecting samples and compute the average and range for each sample set group. Then,
plot the group averages on the appropriate chart and connect the points with lines.

IR 8 R FEA, THRECPIRMERIN 2 (BbRMEZE) o FRRE T I (E RO 22 i 7r 45 1) I,
M EHs 8 rERGR K

Table 5.4.2-4 Sample Data Average and Range Collection Table FEAF-3{E AL 22 %

3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16 | 3/16
1:00 | 1:15 | 1:30 | 1:45 | 2:00 | 2:15 | 2:30 | 2:45 | 3:00 | 3:15 | 3:30 | 3:45 | 4:00 | 4:15 | 4:30

Date/time

CEU R 6.46 | 6.47 | 6.47 | 6.47 | 6.39 | 6.42 | 6.24 | 6.47 | 6.35 | 6.37 | 6.40 | 6.56 | 6.48 | 6.66 | 6.55

LT C S 6,59 | 6.36 | 6.57 | 6.38 | 6.46 | 6.38 | 6.37 | 6.45 | 6.37 | 6.37 | 6.50 | 6.36 | 6.26 | 6.28 | 6.13

LR TN 6.54 | 6.30 | 6.54 | 6.39 | 6.53 | 6.36 | 6.38 | 6.42 | 6.39 | 6.56 | 6.65 | 6.36 | 6.50 | 6.42 | 6.51

LETNICYS 6.31 | 6.40 | 6.46 | 6,30 | 6.45 | 6.47 | 6,52 | 6,51 | 6,32 | 6.41 | 6.47 | 6.43 | 6,42 | 6.50 | 6.49

LETTICRN 6,35 | 6.48 | 6.45 | 6.37 | 6.48 | 6.47 | 6.52 | 6.27 | 6.48 | 6.60 | 6.42 | 6,37 | 6.74 | 6.56 | 6.32

LULTEN G 6.45 | 6.40 | 6.50 | 6.38 | 6.46 | 6.42 | 6.40 | 6.42 | 6.38 | 6.46 | 6.49 | 6.42 | 6.48 | 6.48 | 6.40

GELG A 0,28 | 0.19 | 0,12 | 0,17 | 0.15 | 0,11 | 0.28 | 0.24 | 0,16 | 0.23 | 0.24 | 0.20 | 0.48 | 0.38 | 0.42

Figure 5.4.2-3 Sample Average X Chart £ AR #5541 E
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6.62
6.58—-
6.54-
6.5[]-
6.46-.

Mean (Fill)

6.42
6.38-
6.34-
6.30—‘
6.26-

(Arann

Figure 5.4.2-4 Sample Range & Chart FEAKE 2451 E

Group

Step 9 - After 15 subgroups of data are collected compute the grand average of all the subgroup averages.

DYR 9 —AEEE 15 DT AHIER 5, THEIT TR I SR

X= 6.45+6.40+6.50!+6.38+6.46+6.42+6.40+6.24+6.38+6.46+6.49+6.42+6.48+6.48+6.40 =6.436
15

Compute the average of all subgroup ranges in a similar fashion
ST A 4% 5 R P 3

R=0.243

Step 10 - Plot the grand average on the x Chart
AR 10 —RE R ARV R AR A (e 4 o K L
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Figure 5.4.2-5 Sample Grand Range X Chart #5484 il - i A4 45 11

6.62 1
6.58
6.54

A A
9 A VAV

6.30
6.26

Mean (Fill)

Step 11 — Plot the average range on the Range Chart
AT 11 KA 2 e L

Figure 5.4.2-6 Sample X Chart of Average Range on the Range =44 [T ¥4 %

0.50 1
0.40 1
=]
= 0.30
= o A~
cc
020 W '\/-=.\J
0.10 1
0.00 1
I I 1 ] ] I I I I 1 ] ] I I I
1 2 3 4 6 1 8 9 10 11 12 13 14 15

Group

Step 12 - Compute UCL for the Range Chart using the following formula:
AR 12 T AT SR ZE A I UCL.

ucL=D,R
UCL=2115 X 0.243=0.515

Sample Size 2 3 4 5

D 3.267 2,575 2.282 2.115

4
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Step 13 - Compute LCL for the Range Chart using the following formula:
A YR 13 1] R A AR = I LCL:

LCL=DSR
LCL=0X0.243=0
Sample Size 2 3 4 5
D, 0 0 0 0

Step 14 — Plot the UCL and the LCL on the Range Chart for monitoring Ranges beyond subgroup 15.
A 14 - UCL #1 LCL IR Z= 4 K L, J450 15 THEZ 5 B 7= .

Figure 5.4.2-7 Sample UCL and the LCL on the Range Chart #Z:[&-F£4 UCL #1 LCL

0.54

0.4+

031 = A~
U.Z: W \/' —~d
0.1

Range

0.0

L] L] I I L] L)
1 2 3 4 5 6 7 8 9 10 1 12 13 14 15 16 17 18 19 20
Group

Step 15 - Compute UCL for the Average Chart using the following formula:
A UR 15 [ F A EEFEHI ) UCL

ucL=x+AR
UCL=6.436 x (0.577>0.243) =6.57

Sample Size 2 3 4 5

A 1.880 1.023 0.729 0.577

2

Step 16 - Compute LCL for the Average Chart using the following formula:
A PR 16 N S EE R Y LCL:

ucL=x-A,R
UCL=6.436 - (0.577>0.243) =6.30
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Sample Size

A

71

1.880

1.023

0.729

0.577

Step 17 - Plot the UCL and the LCL on the Average Chart for monitoring subgroups 15 and beyond.
A 17 - UCL A1 LCL mfER M L, 4250 16 T Ja Bdla A2 s) .

Figure 5.4.2-8 Sample UCL and the LCL on the Average Chart J4J{¢ #2:1fl -F£ A UCL A1 LCL

6.62 1
658:
654:
650:
642-

NN

638:
634;
630;
626:

L+
=
=
©
& =4

LN JaN
AV

N

8

9

|
10 N

12

| p—
13 14

15

1

T
6 17

18

I
19 20

Group

Step 18 - Continue collecting data for subgroups 16 and beyond. Update the Range and X Charts with each
subgroup's range and average.

YR 18 ARBIEE 16 M2 Ja T REI B . IRGERE— T HEROMRZE RIS, OB ZE M A

Table 5.4.2-5 Sample Average and Range Data Table FEAIY{E AN 2= £k =

Date/time

Sample 1
Sample 2
Sample 3

Sample 4

Sample 5

Average

3/16
4:45

3/16
5:00

3/16
5:15

3/16
5:30

3/16
5:45

3/16
6:00

3/16
6:15

3/16
6:30

3/16
6:45

3/16
7:00

3/16
7:15

3/16
7:30

3/16
7:45

3/16
8:00

3/16
8:15

6.55

6.45

6.43

6.32

6.56

6.43

6.49

6.33

6.34

6.61

6.38

6.48

6.46

6.50

6.43

6.51

6.41

0.16

Figure 5.4.2-9 Sample Average and Range X Chart A, 24551 1E
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0.5+
0.4 1

0.3 vl P~

A N~

0.1

Range

0.0

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Group

Figure 5.4.2-10 Sample Average and Range X Chart (UCL & LCL)  FEA {2 b1

6.62
6.58 1
6.54

Wt DA N < —
N \\// “-./"\\¥/’ X Y \k\\'//’

3]

£ .42
6.38
6.34
6.30-
6.26 -

B D RN R RN B HE B A B R B L A N R R R
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Group

Step 19 - If any subgroup range or average falls outside the control limits, investigate the root cause. If a
"special™ cause can be assigned, correct the cause. If a special cause is not found, evaluate the impact
prior to continuing. When a special cause can be assigned, the data point should continue to be included
on the chart, but it should be excluded from calculations of ranges, averages and control limits.

AR 19 G RAT AT RER AR S B BE ARSI A, N AR AS S A o G 2R T Bk SR ik
L WIEEAT N E o G R BT AR R TR P, AR SR 2L PR AR AR S M BT DAl o S SR ) LW Af R ik
JRPR, MR A v R AR b, EAS S IE. FEE IR v 5

Step 20 - After 30 subgroups are collected, re-compute the control limits

YR 20 —fENCER 30 ST HEEUE R, BRI R

Step 21 - Adjust the control limits to the chart for monitoring subgroups 31 and beyond.
DR 21 REARIR, Xt 31 K LUJE I T RRE TR
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5.5 Histograms BHJ5 &
5.5.1 Example Case Worked in Parallel with Theory/Principles 7~ 536/ TR HE

Understanding how past data are distributed provides useful information about how they might be
Distributed in the future, assuming that the future will continue to look like the past. If the points in the
example Run Chart were replaced with X’s, the figure would look like:

TR 2 3 A B AT T A O i AR A i 5 2 B ARG R SR I L (K o0 Ao Wiy
I SR AT R R X, XN S B Rk S

Figure 5.5.1-1 Sample Average and Range X Chart (UCL & LCL)
FES I E A 22 2 ] (s )b R 6 B

6.8 6.8
6.7 1 6.7 1
i / ]
268 266
2657 /\ Y= 3 6.5 10060000
£ 6.4 1 £ 5.4-
< <
Z63 15— _;5.3- x
£6.21 g 6.2 1
6.1 7 6.1 -
6.0 1 6.0
5.9 L) L) L T L L T T T L) T T ¥ T T L L) L) L 5.9 T T T T T L) L) L L T L L L L L) L) T T T
12345678 91011121314151617181920 12345678 91011121314151617181920
Lot (by mfg date) Lot (by mfg date)

After collecting the X’s for each Quality Attribute Value, the X’s would provide a first look at the
distribution of results:

WA X AR — DR JE MRS, X AR AN B A 45 R

When examined separately, the distribution of X’s seems to have somewhat of a symmetrical “bell” shape.
P Y. Y p

MBI, X B AT AR RTRAG “Bh” 1tk

Figure 5.5.1-2 Sample Statistical Distribution of Results ¥/ &t it 2 fii 45 4L
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X
X
X
X
X X
X X X X
X X X X
X X X X X X
6.2 6.3 6.4 6.5 6.5 6.7

A statistical distribution assumed for many calculations that has a bell-shape is the Normal Distribution.
For the data in this example, the average is 6.5 and the standard deviation is 0.1. The standard deviation is
a measure of the variability of the data.

Zd 2 SIS AT ECE SR B TERIRR A IER A o R TR AN T E, S EE O 6.5, 85
M ZE 0 0.1 Rl At d 2 2 — a2 Sk il 4

5.6 Cpws Py for process Capability 37288/ Cpk,Ppk &

5.6.1 General Procedure for Finding Cpx and Ppc  CpkHRIPpk i —f kB8 7k

Step 1- collect a truly representative sample from the process using good sampling techniques. The
sampling plan can be random or systematic. The sample should be as large as possible but need not be
more than 100 initially.

AR 1= R R A BORERR N T ZWERFLSe i) . I AREAS . FEAAE v ) ) LU BEA LA BRS¢
o FEA (i) NAZRA] BER RH 7 A Hi e ) 100 (41)

Step 2- calculate the average and the variability estimate.

AR 2— TSI AT AT AR AL T

Step 3- calculate Cyy (and /or Py ) .
IR 3— 114 Cpk (R /8% Ppk )
Cpk = Min (Cpl,CPu)
Cpx =85:/M(Cpl,CPu)

Co= (Average-Lower Specification Limit)/3*Variability Estimate

Co= CPEME-FRAE TR /BRIP4l vt

Cpu= (Upper Specification Limit-Average)/3*Variability Estimate
Cou= (b _LFR-P- 318 13* "] A Ak v

Step 4-Interpret the results in terms of the process
LB A— R RZ R SR

Pk is similarly calculated, except that instead of using the estimate of process variability, it uses the actual
variability observed within the sample set.
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Ppk LA THEE, Br A T EASR AR 251, A SEBrIRAERE b SR 1A 7 1

If the process is capable of reliably achieving specifications, the index will be greater than 1.0. Most
applications attempt to achieve at least 1.33. Well-controlled and capable processes sometimes achieve a

desired value of 2.0.

I SRR AR PTRE R IA BIhRAE, IXEHOK KT 1.0. R HOIRRERIZAEIAS) 1.33. X FEEHIR LR

I HLARH FOE vl 5 1 I RE % H AEIL 2 2.0,

5.6.2 Example Cpk for a Single Group H.4H#% M I CpkZE4i

Step 1-Collect the data, which in this case is a single group of 30 values all taken at the same time.

DR 1S, AR T R o Al 30 M

Table 5.6.2-1 Example of Cpk for a Single Group FA-41FE N1 Cpk %541

90.8 94.6 101.2 98.2 101.4 98.3
99.0 93.8 105.7 102.3 93.4 104.5
98.5 101.6 106.9 105.6 98.0 98.7
105.3 96.2 96.2 100.6 102.7 103.7
97.9 96.8 98.6 101.5 98.8 100.1

Step 2-Calculate the average and Variability estimate

DR 2 - HPBHEAA R AL T

The grand average of the thirty values is 99.6914

X 30 M IR 99.6914

The standard deviation of all the data taken as one group is 4.1174
XA bR vE i 22 0 4.1174

Step 3- The example specification criteria are 90%-100%.
LR 3— I FREAE 90%-100% (Bt AL ENRIARS, Mok 110%)

Cpi= (99.6914-90.0)/ (3*4.1147) =0.78

Cpu= (110.0-99.6914)/ (3*4.1147) =0.83
Co=Min (0.78,0.83) =0.78
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Step 4-Cpk needs to be greater than 1.0 for the natural variability of the data to lie within the specification
range. In this example, the process is apparently not capable of meeting the specification limits. Even if the
calculated Cyy is greater than 1.0, it is possible than the true, but unknown, value is actually less than 1.0
since Cyy is a random variable. If many samples are taken, the result would be a distribution of Cy values.
To address the variability issue, find the lower 95% confidence interval for C as in Table 5.6.6-2.

AW A—LERREVE I N BEN LA — B 1 Cou (B KT 1.00 fERXAMII b, iR RE ) BARANRE
W EARERZIR . BT Co KT 1.0, X AT REZTTSEM, (HARHE, BT EREIEE Co SEbs
AT 1.0 WREZMEAR, MAMSTER A Cou EI . S T U T LR,
T 95% EA5 X 7] Cp WK 5.6.2-2.

Table 5.6.2-2 Example of 95% confidence interval for Cp 561 Cpk (1) 95% ' {5 X [i]

1.0 0.38 0.58 0.66 0N 0.74 0.76 0.80 0.82 0.85 0.87

11 0.42 0.64 0.73 0.78 0.82 0.84 0.88 0.90 0.94 0.96

12 0.47 0 0.80 0.86 0.90 0.92 0.96 0.99 1.03 1.05

13 0.51 0.77 0.87 0.93 0.97 1.00 1.04 1.07 1.11 1.14

14 0.56 0.83 0.94 1.01 1.056 1.08 1.13 1.16 1.20 1.23

15 0.60 0.90 1.01 1.08 1.13 1.16 1.21 1.24 1.29 1.32

1.6 0.64 0.96 1.09 1.16 1.21 1.24 1.29 1.32 1.38 1.41

1.7 0.69 1.02 1.16 1.23 1.28 1.32 1.37 1.41 1.46 1.49

18 0.73 1.08 1.23 1.31 1.36 1.40 1.45 1.49 1.55 1.58

19 0.77 1.15 1.29 1.38 1.44 1.48 1.54 1.58 1.64 1.67

20 0.82 1.21 1.36 1.45 1.51 1.56 1.62 1.66 1.72 1.76

21 0.86 1.27 1.43 1.53 1.59 1.64 1.70 1.74 1.81 1.85

22 0.90 1.33 1.50 1.60 1.67 1.72 1.78 1.83 1.90 1.94

23 0.95 1.39 1.57 1.68 1.74 1.79 1.86 1.91 1.98 2.03

24 0.99 1.46 1.64 1.75 1.82 1.87 1.95 1.99 2.07 n

25 1.03 1.52 1.1 1.82 1.90 1.95 2.03 2.08 2.16 2.20

For example, for a sample size of 30, Cy of 1.3 would need to be calculated to have a 95% confidence that
the true but unknown C,y is 1.0 or greater.
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fltn, —AFEARRED 30, Cpk h 1.3 IdFE, 7EE(5SE 95%, THEAFHI Cpk oy 1.0 BHEK, iX
FHAHIE -

One of the generalized formulas for the Cpk confidence interval is:
Cok B {5 X I il F 5 A X

LCI= Cy-Z1.a *SQRT(1/9%N)+(Cpy)?/2%(n-1)))+1/30*SQRT ()

5.6.3 Cpk for Several Groups %4 FICpk

In this example, the short-term variability or variability within the group is used to find Cy. This does not
take into account the variability of different groups. This Cy assumes that the group means are the same.
Thus, the Cp, found here is as good as it will be.

FEIEA b, RN B R A AR R 4K Coe RIRAH BRI 27, K2R
)W 2 TG O A2 Coe BRI, XSG Co ARG

Step 1 Collect the data. Here, six groups of five values are taken over time. See Table 5.6.3-1 for the data
and summaries.

AR 1 X 6 A EdE, 45 AME. WK 5.6.3-1

Table 5.6.3-1  Cy for Several Groups £ 20 5#5 1) Cpi

Value Group 1 Group 2 Group 3

94.1

93.1

102.7 95.2 98.1 101.6 96.2 101.3

101.9 100.2 96.3 103.1 99.0 101.0

103.3 98.5 93.8 99.8 97.7 99.1

100.5 102.6 104.8 99.4 98.6 96.5
Range 9.1400 9.4512 13.5881 9.223 8.4423 8.9232 EIQ%Em
LIENEA  100.4930 | 97.9069 96.8425 99.5611 96.4329 98.0678 ’QC;:;%‘:‘:":\

Step 2 Calculate the average and the variability estimate

B 2 ISP S

The grand average of the data is 98.2174.
SFHME R 98.2174

The average range is 9.7946. The sample size is 5.
AR SEPEIE A 9.7946, FEAE N 5.
The standard deviation is estimated by dividing the average range by d2 from Table 5.6.2-4.
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Pt 222 R A - P RR LA d2 JEAT Al v d2 HUE ALK 5.6.2-4.

Table 5.6.3-2 For d2

Sample Size d2
2 1.13
3 1.69
4 2.06
5 2.33
6 2.53
7 2.70
8 2.85
9 2.97
10 3.08
11 3.17
12 3.26
13 3.34
14 3.41
15 3.47

For a sample size of 5, d2 is 2.33

WA 5 i d2 B 2.33,

The standard deviation is 9.7946/2.33 = 4.2037
PrvfEfi 25=9.7946/2.33 = 4.2037

Step 3 Calculate Cpk for several groups
A8 3 HHZ Y Cpk {H

The example specification criteria are 90.0%-100.0%

1l 7 FI AR AE S 90.096-100.0% (FRni At BRI A%, Mok 110%)
Cpi= (98.2174-90.0)/ (3*4.2037) = 0.65
Cpu= (110.0-98.2174)/ (3*4.2037) = 0.93
Cp= 0.65

Step 4 Based on this data, the process is probably not capable of meeting the specifications, even in the
short term. It is possible that sample selection is not adequate and that the true process Cyy is greater than
1.0, so more data would have to be collected to get a better estimate of the true value. Without the extra
samples, the only conclusion is that the process is not capable of reliably meeting specifications.

AR 4 POXEHHE T LU, AERNIXAN SRR AR BIEK . A T e 1 R ) 5L Cpk
ERRT TH), b TREAERE A 87018 B TG R, P SN B 2 i R Al oA
WFEFLSEH) Coc o WARBA HALE] 5, AR ZLRE T G582 A REW 2 25K
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5.6.4 Example 3, Ppk for Several Groups #13, %21 KIPpk{E

In this example, the long-term variability or total variability is used to find Ppk. This takes into account the
variability within groups and the variability from group to group. This Ppk does not assume that the group
means are the same. Thus, the Ppk here is a realistic estimate of future long-term capability.

FEIXHL, R0 S B AR SRk Ppk . X T 5 B AN 2 e FALIal it 22 . Ppk ITHEIT:
AR B 25, Bk, Ppk b f kK It Fae 40 fhi ot

Step 1 Collect the data. Here six groups of five values are taken over time. See Table 3 for the data.
PR 1 WUEREE . X LSRR 3

Step 2 Calculate the average and the variability estimate
IR 2 S ANAR A

The grand average of the data is 98.2174.

SFRE R 98.2174

The standard deviation of all of the data taken as one group is 3.9599.
P 6 2 b AT B 2 AN AR AR 22 43 L 4 R 3.9599.

Step 3 Calculate Py
IR 3 T Pk

Poi= (98.2174-90.0)/ (3*3.9599) =0.69
Pou= (110.0-98.2174)/ (3*3.9599) =0.99
P=0.69

Step 4 Based on this data, the process is probably not capable of meeting the specifications in the long
term. It is possible that sample selection is not adequate and the true process Py is greater than 1.0, so
more data would have to be collected to estimate the true value. Without the extra samples, the only
conclusion is that the process is not capable of reliably meeting specifications.

MIXEEHG ] LU S 120 R RE ) ASBEE SRR A K . AT W] RE S 12l 2 R 5 Ppk (B2 K
T 1, HBHTRAEE AL ARG T IXAEER, PR EORE 3 2 i Al XA i B
SEIE Cpk fH . A RE A ARG, XIS FE T I 4510 8UE AN BRI 2 2K

5.7 Exponentially Weighted Moving Area Charts (EWMA) 383X 5E (EWMA)

5.7.1 Technical Details T+&.405

The EWMA value is calculated® as EWMA, = AX + (1-1) EWMA . fort =1, 2, ..., n. where EWMA is
the moving average of the historical data:

EWMA 1f i EWMAL 1451, EWMAE=AX t+(1-) EWMAL-1,, t=1,2,....n. EWMAt 4 JJj 25t i 5h
FIIH

« X is the observation at time t

X HIECt WS4
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* N is the number of observations to be monitored, including EWMA,
N #IERWE A, AHE EWMA,

* The primary weighting factor is represented as A (lambda). This can be described as the portion of the
current point that will be added to the prior average. Each successive EWMA point is the sum of the
weighted current data point and the prior EWMA point.

OB T A ARG . AT IR D 2 R U B B RBAE R Ay . BREUGELER] EWMA
AU IR T s AORZ 1T EWMA SRR

* ) is a constant that determines the depth response time of the EWMA. This value is a proportion so the
values must be between 0 and 1, with typical values 0.05-0.4, depending on the amount of dampening
desired (smaller A=more dampening). Smaller values for A can detect smaller changes in mean, but will
increase the time to respond to shifts.

A2l E EWMA Wi N R E A . IXAMERE — N He, BRIAE 0 21 20, HuRU{E 2 0.05-0.4,
BTt fORRJE AR . SE/NI A A RERS I 21 SE G0N AR B, (ELRE 3 I [l F 04

5.7.2 Calculation Example 15524

Simple step-change example with no process noise with A= 0.4

{7 IR A=0.4, AT IEREME 142 BE 24451

Table 5.7.2-1 Step-Change Example (No process noise) # 5.7.2-1 AF 286451 (¥ 1AM )

Time(t) Date Method EWMA Example Calculation
At t=1, if there is no process average,
) o ) ) the first observation is transferred.
First EWMA point is a special case, if If a process average or target has been
available use Target or Process average, established, it may be used as a
10 otherwise use first data point. —> 10 starting point for the trend.
5 ANEMEA AR KB 5L, 4k
T e N T=1 W, UUREH TETIM, B
AR (MRS . W T 20P 4 B bR i,
e - A1 A A
z—
W —== 10*0.4 + 10.00* (1-0.4) | - 10.00
K
11 —>  10%0.4 + 10.00* (1-0.4) | 10.40 Example Calculation
z— EWMA for time 3 is
11 — > 10%0.4 + 10.40* (1-0.4) | 10.64 Observation (t=3) (11)*Lambda (0. 4)
v + EWMA (t=2) * (1-Lambda)
— ZEs
11 — > 1004 + 10.64* (1-0.4) | 10.78 4ite }
/\/ WA 3 I AIEWMA B ¢ t=3 D
&
10 ——> 10*0.4 + 10.87* (1-0.4) | -10.52
=
10 ——> 10*0.4 + 10.52* (1-0.4) | -10.31
v
10 ——> 10*0.4 + 10.31* (1-0.4) [ - 10.19
K
10 ——> 10%0.4 + 10.19* (1-0.4) | 10.11

5.7.3 Control Limits #4#IREE
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In order to calculate control limits, there should be established expectation for process mean (U process) and
standard deviation (S process)-
N T EERIBRE, NS T2 BIME (U process) FIFREM 22 (S process) M1 T I8 22 o

The weighted averaging tends to reduce deviation. The standard deviation of the EWMA statistic is
Control Limits (assuming 3 sigma intent). For low numbers of samples, the control limits are somewhat
narrower and an alternate formula may be applied.

EMEA S5t ikrui 2 2 2 HIBR (Fi-{E £3sigma) o X TR/DRESE, PR A, AT
HER -

o A
SEH‘MA o lS[;:ul.'\rn:es:-; 2 = }\,

T/, — ~ h
bLL}:"r‘L-Z‘»i.—'l _ 'up:rncess t3 X bpmcess X m
UCL —u 3x8 X A

EWM: I process rOCESS —
WMA ju P 2 — ?\'

5.7.4 Example 4

A sample data set was prepared with an expected mean of 10 and standard deviation of 1, randomly
distributed. The mean of this simulated process contains a shift. The same data is plotted with both a
conventional data plot (run chart), and the EWMA chart. The EWMA was configured with A = 0.3.
—ANRE R AR VO POV (E ) 10, FRdEfmZESy 1, BEHLM . RS AR R AE S T
ST o [F] IS KA 18] GE 3R] R EWMA $REUNMBGE )~ S 2aAH R s, N =3 &%
H EWMA.

Figure 5.7.4-1 Sample Random Distribution Plots

Sample Data Plot EWMA Plot
144 11.57
13
- 11.04
‘IZ-_ .
”_' e . 10.54
. e o ° °
104 % _ o o° ° ¢ 10.0
L ®
- . o ® °
9= o * ofe ® e o
4 o* ... 9.5
8- ® ®
i ., 9.0- M
Ly 3
6 8.5-
........................... a2 T T T T T T T I T T YT T v b
0 5 10 15 20 25 30 35 40 0 5 10 15 20 25 30 35 40
Sample The same data, plotted as Sample

EWMA, with ,=0.3

5.7.4.1 Interpretation of Example (1 fi#:z)
Data Plot- If individual results are plotted, no points fall outside the & 3 standard deviation limits.
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ey - R B EER BT SR AE £ 3 [ hsHE 22 2 5h

EWMA Plot - The control limits of the EWMA are exceeded several times, annunciating that this process
average has shifted. Although the control limit is first exceeded at point 25, the review of the process
performance should extend back to the time when the trend appears to deviate from the former average.
The investigation question in this case would be, “What changed in the process sometime between sample
20-25 that continues to affect sample since then?” The investigation question is not “What is different
about points 25, 32, 38-40?”

EWMA F5E0mB s 1- it EWMA $26IIREEZ K, $Rnid BB O sl S H—o
H IR S 25 XA fiE, SRS T2 B AR [P 12 S Ao 1) A A HU S 2 i 125 D A~ AL F) I A%
FEIXFMEOLN, AR N Ay “EREA 20-25 H[A)REAN I [a) fUR A T AT A iR RRSE R ma 21 15 I LA
JEHIFEA? A AN % “ 25, 32, 38-40 A AANH?

The reduction in the variability of individual points allows the vertical axis to increase in resolution, and

the approximate average at various time periods is readable directly from the chart ( in the example, the

process mean started at 10, and started drifting downward at sample 22, dropping to 9 at sample 25).

FAAS RO ARV IR ol R VPRI 2 R K 8 I, O ELAS IR IS S A ABh P 244 m DA B AN I b8 ke
EAGIT, DRI 10 THG, M 22 JHEGIR M3, 1EFEA 25 AbFEZ 9).

The figure below shows the same chart printed with the underlying mean drift of the simulated data made
visible.

NS T KA R R, R R R R KT E{E AR B

Figure 5.7.4.1-1 EWMA Plot (UCL & LCL)
EWMA Plot

11.57

11.0

EWMA & Mean
o o o
o = on
1 1 |

w
o
1

«
o
1

0 5 10 15 20 25 30 35 40
Sample

Notice that even though the mean shift is steady, points 25-40 intermittently fall in or out of the control
limit. There is still randomness to the detection. Had the process shift been larger, the detection would have
been more definitive. Had A been smaller, the control limits would have been tighter, and the detection
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would have been more definitive, but later. Further discussion of the trade-offs in selection of A is beyond
the scope of this document.

ATLIERRIRMAE R EPF AR R E , 1L 25-40 i< AlEk VR AEFE BRI BRI Ab e A ISR A7 AERENLIE . 4
R LUK, AR S B FRE P R A (BN, $ i BRI 58 ™A%, KB % 5
PR, (HEZME TR E . T A (B RPN AEARSTE RN .

5.8 CuSum Charts EFFE
CuSum charts plot the cumulative sum of deviation from a target value.

SRR 2 T Hbs (i 22 10 R BT

For individual data points, the formula is

PO R B U E- SN TIPS/

i
G=Lom

i=l t

C: value for the CuSum Chart; x = measured parameter; u= mean

C: RPMERM; X=MENSE; p="F¥EH.

5.8.1 Example Calculation SZf|1157

The expected value for the process in this example is 10.0. The mechanics of the calculation are illustrated
in Figure 5.8.1-1. The resultant plots are shown in Figure 5.8.1-2.

AR U 2 10.0. 25 aE 5.8.1-1 Fion, 4iAALE] 5.8.1-2,

Figure 5.8.1-1 Example Calculation [ 5.8.1-1 S5

10.12-10.00 -
&
9.85 —> 9.85-10.00 + 0.12 -0.03
J Example Calculation
A~ CUSUM for time 3 is
12.10 — 12.10-10.00 + -0.03 2.08 Observation g, (12.10) -
e Expected Value (10.0) +
922 —> 9.22-10.00 + 2.08 1.29 CUSUM 42
" - )
10.04 — 10.04-10.00 + 1.29 1.34 SEAE
11.27 11.27-10.00 1.34 “ 2.61 3 K CUSM
" — LI-T0. + . . N
. ST R P oa)
kT -
1473 —b 14.73-10.00 + 2.61 6.34 (12.10) - e
P {H (10.0) +
13.30 —> 13.30-10.00 + 6.34 8.63 CUSUM
-
11.81 — 11.81-10.00 + 8.63 9.44
‘/
13.56 — 13.56-10.00 + 9.44 12.00
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Figure 5.8.1-2 X-bar Chart vs. CuSum Chart & 5.8.1-2 X-bar &3 vs. CuSum &%

Xvs. T
10
14 ® 8-
13- -
o
° o £
12- ° &
> o 4
° =
114 5
104 L] 5]
o 04
9- o
] 1 I | I | I L] ] I _2 ] | I 1 I I 1 I | L]
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10
T T

If the process is in a state of statistical control around the expected value of 10.0, the CuSum Chart would
vary around zero which represents the horizontal line.
WAL A TSR Z0RES, fERHME 100 EF, BFF (CuSum) ESTEKPLEN 0 T

A V-mask is plotted to indicate whether or not the process is in a state of statistical control (Figure 5.8.1-3).
This is similar in function to a running statistical t-test. It determines whether or not the process is
discernibly different at any point in time. This V-mask is placed at a distance d. The opening of the mask is
drawn at an angle of +q. The manual calculation of these values is outside the scope of this document.
V-mask BEW o iz B AL T GE it 2 0IREAs (K] 5.8.1-3), {EDIRE ERIREATSETH 1 t-test AH
ALL, IFREM A IS I R A AT 2 U AT Y A AN ] o V-mask JECEAE — 58 HUER I d. Mask )
TFE R g XS ) T8 T R REAEA SO S H N

Figure 5.8.1-3 CuSum Chart with V-mask 8 5.8.1-3 &7 V-mask 1] 21K %
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For further reading, see ISO/TR 7871:1997: Cumulative sum charts — Guidance on quality control and data
analysis using CuSUM techniques. This document provides the principles for CuSum charting and
includes guidance on the preparation and interpretation of CuSum charts using basic decision rules.
I 2%, W ISO/TR 7871:1997: RHURIE—iz FH BARFIHEAR AT I 45 R B s 7 4 (1) 45
P o XA SR T2 ERNEI RIS, IS T 8% Flis A R ST CuSum &3
4R T o

5.8.2 Details of Principles E44J& N

CuSum charts monitor the available data by plotting the cumulative sum of deviations from a fixed value
(e.g., specification, average, and target). They incorporate the past history of the monitored process into the
plotted points for the selected parameter. As a result, greater sensitivity and shorter run length than those in
x-bar or I-charts are achieved. Small shifts to the process mean are visible as a change in slope that
indicates when the change occurred. CuSum charts are usually plotted with a V-mask. This provides
reference slopes to annunciate that a change in mean is significant.

SR E Rl AN (e, PrEARE. CPIE. BARED I ZE I T EORR Sk A
o IXHELL x-bar B 1-EIR A R BT L, S4TSR . R N AR AR I A R AR I AR

e, ATELE AR A RN TR . AR BB AT — > V-mask, RESR A IR AR UL B E 1
AR W .

5.8.3 Interpretations Worked in Parallel with Theory/Principles S8/ 5 N F-4T [ fifR:

The mathematical process to construct a CuSum Chart has advantages to detect deviations in the process
by taking into account the knowledge of the past. To understand basic appearance of graphs see some
examples without the V-mask:

P 1 R 3 57 B UNI 3% B AT RE 8 R 56 A A A R 0 T A i 2 ) A 3. mT RAAYE o — e AN
V-mask  #)451-k B AR B R A TE 2.

Assume the values (x) are determined around 100. The CuSum chart would show some ‘noise’ (Figure

5.8.3-1).
BRBUE (X0 KZ4 100, RARMER S on—28 “BEs” (15 5.8.3-1),
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Figure 5.8.3-1 CuSum Chart with values around 100 #{5 24 100 f#) 2RURIK %

Figure 5.8.3-1 CuSum Chart with values around 100
3004 Theory (no noise) 5 Typical Appearance (with noise)
150
250 =
207 — mn-WP%%%M
150+ ——CuSuM
30 = CuSuM
50
A O'WWWM
0 10 20 30 40 50 60 70 80 90 100 1 10 200 30 40 50 60 70 80 90" 100

If the values (X) at point 50 slight moves up, the CuSum chart answers with a rising graph (Figure 5.8.3-2).
The CuSum chart shows a significant change in slope that is far more apparent than in the data plot.

(e (XD 7E 50 XA RN ZAR EJF, SRR LT 27 X was (18 5.8.3-2). 2
P2 1) el B 1) S 2 AR A Lt 1) v S I ]

Figure 5.8.3-2 CuSum chart with a slide move at event 50 BRIz i B 5 50 Ab[f13 5h

Figure. 5.8.3-2 CuSum chart with a slide move at event 50
200 - Theory (no noise) 200 - Typical Appearance (with noise)
180
160 = 150 =
140+
120 100
100 /
80+ 50+
60 - i
40+ —X 04
20 - —CuSuM
0 504 10 20¥ 30 40 50 60 70 80 90 100
T 1 T L) 1 1 I ] 1 1
0 10 20 30 40 50 60 70 80 90 100 100

If the values (X) change for a brief period and then return to the prior average, the CuSum chart will show
a brief slope and then return to parallel when the set point (100) is re-achieved. (Figure. 5.8.3-3)

AH OO FE—ANEL I 3 5 SR [l B0 2 AT~ AME, M ROEEERTAS] 100 i, SN
Ko Bon— AR S, BT PR

Figure. 5.8.3-3 CuSum chart with an upward shift in mean between points 23 to 50
1F 23-50 fish, SFUREEHIEEME R EmE

Figure. 5.8.3-3 CuSum chart with an upward shift in mean between points 23 to 50

300+ Theory (no noise) 300 - Typical Appearance (with noise)

2504 250 -

200 2004

150 150 1

1001 100

504 :éuSuM 504 _éuSuM
0 T T 0 T = — i i —/
0 10 20 30 40 50 60 70 80 90 100 10 20 30 40 50 60 70 80 90 100
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For interpretation of a CuSum chart including a V-mask, the two principles apply:
DA P S DU T PR AT VRS 1 SR RRURI42 1 4] -

& The process is in a state of statistical control if the entire history lies within the opening of the V-mask
I REASRRAE VBRI N, XA ARG THEHPIRES .

& The process average is statistically different if any point lies outside the V-mask
W R BEAT — 5T VR AN, WA GEvh 2 5.

The example given shows a full CuSum chart including a V-mask (Figure. 5.8.3-4). The V-mask is
positioned in front of the CuSum at the 29 event. The point at time the 22 event goes outside the V-mask.
This indicates a statistically detectable difference in mean. The departure from "statistical control" does not
mean that the process itself is out of control or unacceptable. The interpretation is that the process mean
appears to have shifted upwards as the slope of the CuSum is positive.

3% 5.8.3-4 Frid i I VBB ) SRR, AE 29 FEACH Vo RURTRR A T SR ARRIA I 1] B i
Bro 1522 FEATIBEALE V BEHch, E38E Fogert: BRI ZE . i gt AR
WRA LR AN Z P AN e 52, T U6 W] 2 SR AR R i 1 1) A% 23 by 1E A I e R B0 6l 7= g 1) A

%o

Figure. 5.8.3-4 Example of CuSum ZR1A14 5] 14

Figure 5.8.3-4 Example of a CuSum Chart
129

0 10 20 30 40
Observation

5.8.4 Implementation of CuSum Charts SRR H] & AT

To implement CuSum charts, a data set with a target or average value is needed. The data can be obtained
by manual measurements (e.g., manual In Process Check (IPC) tests, yield) or automatically (e.g., LIMS
systems, PAT application). The data are mapped (e.g., usually in an Excel spreadsheet) and the CuSum
chart is monitored (e.g., in MS-Excel http://www.gimacros.com/giwizard/cusum-chart.html) or by
statistical programs.

PAT BRG], T ERCE MR ECFBE R, X RE R TR (sl i A I
K, W) BEZNE (1 LIMS R4, PAT HIE) 15931 AW (WHEHTE excel §7EE
o) R ERURIEE BRI CandE MS-Excel,  http://www.qgimacros.com/giwizard/cusum-chart.html) =5
WG
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5.8.5 Example: Gradual Trend SEf. ¥rasiasi

If the curve twists off outside the V-mask without a sharp point change in slope, the data are gradually
trending. This trend is statistically relevant if it is outside the V- mask (see after value 11 in the Figure
5.8.5-1).

Figure 5.8.5-1 Gradual Trend #7484

Figure 5.8.5-1 Gradual Trend

504
403 / Change in slope
3 X
0 \ o X KKK -
204 xxxxX Xy
10 ) Xy X X X
c% 04 xX XX}\\
3
103
-204
-309
401
-50. T T T T T
0 10 20 30 40
Observation

There is a continual trend without a crack.

VR4 B Wi I S

5.8.6 Preventative Action Before Failure Occurrence eI 42 B BT B 15 it

After observation eight, the CuSum chart shows a raise. Also this result of the IPC sample was available
about 5 hours later, and other samples already were taken so a side adjustment of a parameter could have
been performed. As a result, the process drift could be controlled before a statistically significant effect
was detected by other means.

MEE 8 Ja, RBVRFEGIE W K, Ky 5 /NN a) 19 3k b TR AR IR i i 45 20, e e
i AT R — S HOEAT AR IE AR IR S5 Ao DR, i o e SRS 21— A G vh 2 ol 2 2
FtZ i REIE L A WA .

5.8.7 Example: For Process Optimization S24: FH-TdfEbtk

Sometimes processes are not running in a distinct distribution around the target value. Lot-by-lot
incremental adjustments of a specific critical process parameter have been monitored with following up on
a CuSum chart. Raises and plateaus have been controlled until the graph goes to a straight line (Figure
5.8.7-1).

A LE H R N B A I BRI AT o IGO0 21 SRR o P A DU 1 e — S i
FESHCR R BTN AR ) — E s I 2 B R RO — S H 2.

Figure 5.8.7-1 For Process Optimization JH T f4it 1k
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Figure 5.8.7-1 For Process Optimization
X-bar Chart X-bar Chart
60 501 ~—
N 40 5 T~ ~~.
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A N 104 o / L
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Observation Observation

The effect can be revisited in the x-bar chart afterwards.
X5 x-bar P REMIH.

5.9 Sampling F#E
The basic process for developing a sampling plan is listed below. Further details are outside the scope of
this document. Please consult an appropriate resource.

A R R T R IS ACTE R o VRN ) P ARAE SOV RIS, 335 B B 3 R U (SCRIRD

Step 1 - Determine the purpose for the inspection.

A8 1-AfiE e H .

Step 2 - Determine and list each quality characteristic by name and description.

B 2-12 AR UL E JF 41 A R e

Step 3 - Specify to which product unit each quality characteristic applies and which the test is to be made.
Specify the product unit associated with each quality characteristic and which tests are to be applied.

W3- B — RS HY I WAL IR IR, $5 0 5 R IR S A DI = W A AT
R708

Step 4 - Develop and specify the method to be used for testing the product for conformance.

BB AP T 2k AR T

Step 5 - Determine and specify the criteria for conformity for each quality characteristic (give detailed
descriptions).

BB -1 I A AT A R TR BRI AR E . GREAR DD

Step 6-Determine and list the classification of nonconformities that affect a unit of product.(This refers to
degree of Importance/severity of the nonconformity) .This is generally a result of a risk assessment.

BB 6-f I HN HE = W L ITCA G GXRRBIA SRR ™ END . X 2 —4 K
(raa SN

Step 7 - Determine the appropriate index quality level (AQL, RQL) on which to base the sampling
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procedures for each nonconformity classification.
BB T-1 e AN BRI T AR (K B 7K (AQL,  RQL) [ Id& bz«

Step 8 - Obtain appropriate information on lot formation.
IR 8-7EAL T e EARATA 3 R EHh

Step9-Determine what method of sampling will be used for each nonconformity classification,
nonconformity grouping, or product unit distinction(to obtain representative sample)

BB, O-Me A AR T %, B TG, Adirdl, B0 Rocrzn GGH
ARNERIFESD

B, 10-Determine the type of sampling that will be used for each nonconformity classification,
nonconformity grouping, or product unit distinction (e.g., single, double, etc.). The type of sampling
Selected is generally based on whether the efficiency gained by the various sampling types justifies the
additional complexity of administering the plans.

BB 10-0f KA RN A G M2 B 2 LB 7 i B TT IR 22 ORI, (i, B XL
S50 SRAFISERYLEFE R R AR A2 75 1 AN [F) RAE SR I SRAT IR I BA A BT R R 28k

Step 11 - Develop the sampling plan and include:
BB 11 S IR T RIS

Provisions for disposition of rejected lots (e.g., 100% inspection)
TR AL BN E . (il 100%40 56D

Provisions for resubmission of reworked product

X AR Tl B B PR AT FILE

5.9.1 ExamplesZf]

Suppose a vendor supplies empty vials in a lot size of 250, 000. The drug manufacturer decides to
implement a sampling plan for either accepting or rejecting the entire lot. The drug manufacturer and the
vendor agree that the AQL is 1.0% and the RQL is 2.5% for a given defect.

R BHE N B SR AL ) P T RO 2 250, 000 A, 24l A Ah kg oh T Bl sl a4tk m St
—ANEREV R 2 AR AL AR 7 ) A AQL i 1.0%k 4 4 T-— AN 52 1Bk I RQL A 2.5%

Stated producer's risk (Alpha) — 5% and consumer's risk (Beta) = 2.5%
FIE A AR R XU =5 %5 T 2l B AU (A1) =2.5%

Lot size: 250, 000

fiti: 250, 000

Acceptable Quality Level (AQL) =1.0%
A2 BR=1.0%

Producer's Risk (Alpha) =5%

Az Ak XU =5%

Rejectable Quality Level (RQL, LQ, or LTPD)=2.5%
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ZH R (R PR e fLGs T Gm %) =2.5%

Consumer's Risk (Beta) =2.5%

M2 AR CEAE =2.5%

Generated Plan:

A TR

Sample Size =985

I 5=985

Acceptance Number =15

A =15

Accept lot if defective items in 985 sampled<: 15;otherwise reject

U SRAT 985 AMFE A AT BRI H (NN F 16 W] ARz, A5 IR

Probabilities from this plan are listed in Table 5.9.1-1.
AR MEFE AR 5.9.1-1 41 H

Table 5.9.1-1 Characteristics of Example Test Plan S 313 %I 45 1iF

Porcont Dofoctve  POSSBAKYof  Probebity of
1.0 0.957 0.043 0.953 11667
25 0.025 0.975 0.062 243794
B RMH T R R ke R
1.0 0.957 0.043 0.953 11667
25 0.025 0.975 0.062 243794

AOQ——Average outgoing Quality(CF- X 4ikf i i)

Approximates the relationship between the quality of the incoming material and the quality of the outgoing
material, assuming that the rejected lots will be 100% inspected and defective items will be reworked and
inspected again (rectifying inspection).

BV ERA R IR S5 E R HEAE AR T P 2 T — 250, Bt . 100% %6 I HANE 4%
AR T, R (AR

ATl—Average Total Inspection P34 5 %4

Approximates the relationship between the quality of the incoming material and the number of items that
need to be inspected, assuming that rejected lots will be 100% inspected and defective items will be
reworked and inspected again(rectifying inspection).

PRI R TR A A A T H B IR DR AR, BB CKRs 100% 48 H I HLAN A RS ol 1k
TR, JERRHRRA (AERRD

For each lot of 250,000 empty vials , randomly select and inspect 985 of them. If there are greater than 15
defectives among these 985 empty vials, the entire lot should be rejected. For 15 or less defective empty
vials, accept the entire lot.

FEAE 250000 455, BEALIZLFEAIRE A 985 4>. #4985 Ml 15 NG, TN T LR
du; HANTEET 154, WHESZ,
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In this example (operating characteristic chart curve in figure 5.9.1-1),the probability of acceptance at the
AQL(1.0%)is 0.957 and the probability of rejecting is 0.043.The sampling plan is based on the expectation
that lots with 1.0% defective units would be accepted approximately 95% of the time. The probability of
accepting at the RQL(2.5%) is 0.025 and the probability of rejecting is 0.975.

TEXAMEIT AT CTARKEE 2R 5.9.1-1), B2 IOM%AE AQL (L0%) f& 0.957, FHLufIHE it
0.043. FliFE T2 HE - IR HEAb b 1.0060K il 4% 52 K2 95% I o 252 Wi 78 RQL(2.5% )72 0.025,
S I ) 0.975,

Figure ¥ 5.9.1-1 OC Chart Curve {2k

Operating Characteristic (OC) Curve
TARHHIE K
Sample Size=985, Acceptance Number=15
Ff i 7=985 ks 15
Operating Characteristic (0C) Curve
Sample Size=985, Acceptance Number=15
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